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I, Tal Lavian, declare as follows:

1. I have personal knowledge of the facts stated in this declaration, and
could and would testify to these facts under oath if called upon to do so.

l. SCOPE OF OPINION

2. | have been retained as an independent technical consultant on behalf
of Juniper Networks, Inc. (“Juniper”) to provide this declaration in connection with
the inter partes review of claims 4-5 and 15-16 (“the Challenged Claims”) of U.S.
Patent No. 7,535,895 (“the *895 patent”). Specifically, | have been asked to
consider Brixham Solutions Ltd.’s (“BSL”) Patent Owner’s Response, Paper
No. 21 (“Response™).

3. The opinions discussed below are my own. In formulating these
opinions, | have reviewed a variety of materials and made use of my own
personalknowledge. The materials | have relied on in formulating my opinions are
identified in this report and/or in the Appendix List that was submitted with my
February 11, 2014 declaration.

4. I am being paid $400 per hour in connection with my work in this
case. My compensation is not contingent on my reaching any particular findings

or conclusions, or any outcome of the case.
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Il. BACKGROUND AND QUALIFICATIONS

5. | possess the knowledge, skills, experience, training and the education
to form an expert opinion and testimony in this case. A record of my background
and professional qualifications was set forth in my original declaration in support
of Juniper’s Petition for Inter Partes Review, which | incorporate by reference as if
set forth herein. Ex. 1003, 11 10-31. A more detailed record of my professional
qualifications, including a list of patents and academic and professional
publications, is set forth in my curriculum vitae attached to my original declaration
as Appendix 1.

I11. BASIS FOR OPINION

6. My opinions and views set forth in this declaration are based on my
education, training, and experience in the relevant field, as well as the materials |
reviewed in this case, and the scientific knowledge regarding the same subject
matter that existed prior to the effective filing date of the *895 patent. In addition,
they are informed by the legal principles outlined in my February 12, 2014
declaration. Ex. 1003 at 11 33-51.

IV. EXECUTIVE SUMMARY

7. As | explained in my original declaration, it is my opinion that the

instituted ground discloses each and every limitation of the Challenged Claims.
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8. | understand that BSL disputes the disclosure of only a single
limitation (hereinafter referred to as the “multiprotocol limitation™):

“wherein at least one processing engine . . . receives data to be
processed by said at least one processing engine according to a first
protocol within a layer and data to be processed by said at least one
processing engine according to a second protocol within said layer

and said first protocol is different than said second protocol.”

Ex. 1004 (“Bell”). 1 understand that Juniper’s Reply may only respond to
arguments raised in BSL’s Response (Paper 21). Accordingly, | only address the
multiprotocol limitation below. Failure to repeat the analysis of other elements
already addressed in the Petition (Paper 1) and not challenged by BSL does not
mean that | waive any of these arguments.

9. It is my opinion that Bell discloses and renders obvious the multiple
protocol limitation in several ways.

10.  For example, Bell discloses and renders obvious a forwarding card
that may receive and process “paths” of network data according to multiple
protocols within a layer (e.g., ATM and Frame Relay). Indeed, Bell teaches that its
forwarding cards are made with off-the-shelf components, including a plurality of
off-the-shelf interface chips. Bell also teaches that the interface chips are available

from various manufactures in a variety of protocols, including, for example, ATM
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and Frame Relay. Bell discloses and renders obvious the use of a forwarding card
that includes a plurality of interface chips of different protocols—e.g., a
forwarding card with ATM and Frame relay interface chips. See Section V.A.1.
11.  As another example, Bell discloses that each forwarding card receives
and processes “network control information” according to the Ethernet protocol.
This Ethernet control data is in addition to the paths of network data received by
each forwarding card. Thus, even if a forwarding card in Bell were limited to
receiving and processing paths of network data according to a single protocol (e.g.,
ATM), Bell would still disclose the multiple protocol limitation (e.g., by receiving
and processing a path of ATM data and Ethernet control data). See Section V.A.2.
12.  As yet another example, in view of the background knowledge of one
skilled in the art, it would have been obvious to employ a network processor
capable of processing multiple protocols on the forwarding cards of Bell. Multiple
protocol network processors were well known at the time (and widely used in
networking devices like Bell). Network processors were available as off-the-shelf
components and could process virtually any type of protocol (e.g., ATM and
Frame Relay). Moreover, multiprotocol network processors were ideally suited
for Bell’s forwarding cards and placing one on a forwarding card would involve

nothing more than simple substitution (the existing chips on Bell’s forwarding
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cards for the multiprotocol network processor). The combination would yield a
forwarding card that could process multiple protocols. See Section V.B.
13.  Accordingly, Bell in view of the background knowledge of one skilled
in the art renders obvious the multiple protocol limitation in this manner as well.
14.  To help illustrate the arguments that are detailed below and in
Juniper’s reply, | have created a set of slides which is attached as Appendix A to
this declaration.

V. BELL DISCLOSES AND RENDERS OBVIOUS THE
MULTIPROTOCOL LIMITATION.

15.  Asexplained below, it is my opinion that Bell discloses and renders
obvious the multiple protocol limitation in several ways.

16.  Before jJumping into my analysis, | note that BSL has not provided
any expert testimony supporting its contentions regarding the knowledge and
abilities of those skilled in the art. Nor has BSL responded to any of the specific
facts or arguments | raise in my original declaration. Accordingly, my opinions
regarding the knowledge and abilities of those skilled in the art stand unrebutted.

A. Bell Discloses And Renders Obvious A Forwarding Card Capable
Of Processing Multiple Protocols.

17. 1 understand that BSL does not dispute that a forwarding card that

receives and processes data according to a first and second protocol within a layer
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would satisfy the multiprotocol limitation. Rather, BSL contends (mistakenly, as
shown below) that Bell does not disclose or render obvious such a forwarding card.

18.  Asshown below, Bell discloses and renders obvious a forwarding
card that can receive and process data according to multiple protocols.

1. A forwarding card in Bell can receive and process “paths™ of
network data carrying different protocols.

19. Bell discloses a network switch that receives incoming network data
containing different protocols on one or more ports of a universal port card. Bell
was designed to support sending diffrent protocols in the different streams of OC-
48 SONET. For instance, Bell teaches that in one embodiment, the ports of the
universal port card receive incoming OC-48 SONET streams that are made up of

four STS-12¢ “paths.” See, e.g., Bell at 17:63-67 (“[E]ach port 44a-44d is

! An OC-48 SONET stream is made-up of a combination of STS-1, STS-3c and
STS-12c paths. Bell at 49:15-31. Each path is made-up of multiple “time slots”—
wherein a STS-1 path has a single time slot, a STS-3c path has three time slots, and
an STS-12c path has 12 time slots. 1d. An OC-48 SONET stream has 48 time
slots in total. Thus, for example, an OC-48 SONET stream received at a port of

the universal port card can be made-up of four STS-12c paths.
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connected to a SONET optical fiber carrying an OC-48 stream.”). Bell expressly
discloses that each of these paths of network data may carry a different protocol:

“Each external network connection may provide multiple streams or
paths and each stream or path may include data being transmitted
according to a different protocol over SONET. . . (e.g., ATM, MPLS,
IP, Frame Relay).”

Bell at 53:50-64; see also id. at 18:15-18 (“[E]ach path within a stream may carry
a data transmitted according to a different protocol.”) (emphasis added); see also
id. at 49:36-31 (“The same or different protocols may be carried over different
paths.”) (emphasis added). Thus, for example, in one embodiment a port on the
universal port cards can receive an incoming OC-48 SONET stream that contains a
path of ATM data, a path of Frame Relay data, a path of IP data, and a path of
MPLS data. Id. This is illustrated in slide 12 of Appendix A.

20.  Bell allows a user to direct a particular path of network data to a
specific payload extractor chip (i.e., “slice”) on a forwarding card. Bell at 56:40-
44 (*“The user may choose which forwarding card to assign to the new path and
notify the NMS. The NMS would then fill in the forward card LID in the SET, and
the PPM would only determine which time slots and slice within the forwarding
card to assign.”); 50:17-21 (“payload extractor chip represents a “slice’”). One

skilled in the art would understand that paths of data carrying different protocols
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can be assigned to payload extractor chips on the same forwarding card. For
example, the path of ATM data and the path of Frame Relay data discussed above
(see 1 19), can be directed to payload extractor chips 582a and 582b (respectively)
on forwarding card 546¢. This is illustrated in slides 13-15 of Appendix A.

21. Indeed, there is nothing in Bell that precludes paths of data carrying
different protocols from being assigned to payload extractor chips on the same
forwarding card. To the contrary, Bell repeatedly emphasizes that its network
switch provides “flexibility in data transmission by allowing data to be transmitted
from any path on any port to any port on any forwarding card.” Bell at 52:10-18;
id. at 51:9-12 (“high degree of flexibility in directing the data between any of the
forwarding cards”); see also id. at 54:51-55 (rejecting “a fixed set of rules” and
explaining that its network switch seeks to meet “the different needs of different
users/customers”); id. at 54:57-55:3 (explaining that the switches “provisioning
policy may be modified while the network device is running to allow the policy to
be changed according to a user’s changing need or network device system
requirements”).

22.  Bell discloses multiple parallel routes through a forwarding card.
Each route includes a number of off-the-shelf components, including an interface

chip, a bridge chip, a traffic management chip, and a switch fabric chip. Bell at
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51:56-52:4 (forwarding card built with off-the-shelf components); id. at Fig. 36B
(modified and reproduced below to show exemplary routes). The interface chip is
protocol specific and therefore dictates the protocol that will be handled by the
route.

23.  Thus, by including interface chips that process different protocols on
the same forwarding card, the forwarding card will be able to process multiple
protocols.

24.  One skilled in the art would understand Bell to disclose forwarding
cards that can include interface chips which process different protocols.

25.  Indeed, in Figure 36B Bell illustrates an exemplary ingress route
through a forwarding card (546¢) that processes ATM data and includes an ATM
interface chip. Bell makes clear that this is just “one example” and that the
forwarding card can employ other types of interface chips to process other
protocols:

“The ingress interface chip will be specific to the protocol of the data
within the path. As one example, the data may be formatted in
accordance with the ATM protocol, and the ingress interface chip is
an ATM interface chip (e.g., ATM IF 584a). Other protocols can
also be implemented including, for example, Internet Protocol (IP),

Multi-Protocol Label Switching (MPLS) protocol or Frame Relay.”

Bell at 50:36-43.
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26.  Thus, for example, one skilled in the art would understand Bell to also
disclose a second route in the forwarding card (546c¢) that receives Frame Relay
data at a payload extractor chip (582b) which is then processed through a Frame
Relay interface chip (584b), bridge chip (586b), traffic management chip (588b),
and finally to the switch fabric via a switch fabric chip (589b).

27.  The illustration below is based on Figure 36B and depicts the ATM

and Frame Relay routes through the forwarding card:
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Bell at Fig. 36B (modified to add exemplary Frame Relay route); see also
Appendix A, Slides 12-15.

28. Inany event, it would have certainly been obvious for one skilled in
the art to configure the switch of Bell so that a forwarding card processes multiple

protocols. For example, it would have been obvious for one skilled in the art to
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configure the forwarding card as described and illustrated in Paragraphs 20-27,
such that a single forwarding card includes interface chips that process different
protocols (e.g., ATM and Frame Relay). This is illustrated in slide 16 of Appendix
A.

29.  As previously mentioned, Bell’s forwarding card, including its
interface chips, are made with off-the-shelf components available from various
manufacturers. Bell expressly states that these off-the-shelf components in its
system can be used to implement “other protocols.” Bell at 50:36-43. Thus, a
person having ordinary skill in the art would have found it a matter of
straightforward substitution (e.g., one type of interface chip for another) to
configure a forwarding card to process multiple protocols. Moreover, substituting
one type of off-the-shelf chip for another would be well within the capabilities of
one skilled in the art. A person having ordinary skill in the art would also
recognize that this substitution would yield the predictable result of a forwarding
card that can process multiple protocols.

30. Indeed, the specifications of these off-the-shelf components were
published by these manufacturers with ample examples, diagrams and reference
boards on how to use them. The main job of sales engineers of these manufacturers

Is to show how to use these components and to sell them. One skill in the art would
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easily design forwarding cards based on these components and their published
interfaces. This is exactly the job of a person designing these cards.

31. One skilled in the art would have been motivated to make this simple
substitution because it would further Bell’s goal of “provid[ing] flexibility in data
transmission by allowing data to be transmitted from any path on any port to any
port on any forwarding card.” Bell at 52:10-18; id. at 51:9-12 (“high degree of
flexibility in directing the data between any of the forwarding cards”). The
substitution would also further Bell’s goal of meeting “the different needs of
different user/customers.” Bell at 54:51-55; see also id. at 54:57-55:3 (system
“allow[s] the policy to be changed according to a user’s changing need or network
device system requirements”).

32.  Accordingly, it is my opinion that Bell discloses and renders obvious
a single forwarding card that can process paths of network data carrying different
protocols (e.g., ATM and Frame Relay).

2. In addition to the paths of network data, forwarding cards in
Bell process Ethernet ““network control information.”

33.  Asjust described above, Bell discloses and renders obvious
forwarding cards that can receive and process paths of network data carrying
different protocols (e.g., ATM and Frame Relay). However, even assuming Bell’s

forwarding cards are restricted to receiving and processing paths of network data
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carrying only a single protocol (they are not), Bell still discloses the multiple
protocol limitation in another manner.

34. For instance, Bell explains that each of the forwarding cards receives
“network control information” over an “Ethernet control bus.” Bell at 48:53-56;
49:39-42. Each forwarding card can receive and process “network control
information.” Id. at 49:41-43. “[N]etwork control information” is received from
the “Ethernet control bus” and “process[ed]” by the forwarding card. Id. at 42-44.
To receive and then process data from an Ethernet bus, it is necessary to process
the Ethernet protocol. This is illustrated in slides 19-21 of Appendix A.

35.  Bell makes clear that this processing of Ethernet “network control
information” is in addition to processing of the paths of network data (see { 19-
32) received by each forwarding card at that same protocol layer. See, e.g., Bell at
48:53-56 (establishing that every forwarding card receives and processes Ethernet
network control information), 49:39-47 (same), 50:31-43 (establishing that every
forwarding card additionally has an “ingress interface chip” for receiving and
processing, e.g., “ATM” or “Frame Relay” data).

36.  Accordingly, Bell discloses the multiple protocol limitation in this

independent manner as well: a single forwarding card that receives and processes
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(i) paths of network data according to a first protocol (e.g., ATM or Frame Relay),
and (i) network control data according to a second protocol (e.g., Ethernet).

B. It Would Have Been Obvious To Incorporate A Network
Processor On The Forwarding Cards Of Bell.

37. Itis my opinion that Bell in view of the background knowledge of one
skilled in the art renders obvious the multiprotocol limitation. For example, as |
explained in my original declaration, it would have been obvious for one skilled in
the art to incorporate a “network processor” that can process multiple protocols on
the forwarding cards of Bell. Thus, even if Bell does not anticipate the
multiprotocol limitation (which it does), it would certainly render it obvious in
view of the background knowledge of a person having ordinary skill in the art.

38. The ’895 patent does not invent a new network processor. There is no
enabling disclosure for such an invention. Moreover, by the time of the ’895
patent, the term “network processor” referred to a well-known type of component.

39. It was common knowledge to those of skill in the art at the time that
various manufacturers offered off-the-shelf network processors that could process
multiple protocols. Some examples of these manufacturers are Agere Systems,
Freescale, Motorola, IBM, and Applied Micro Circuits. Ex. 1003, App. 8
(Frenzel), Ex. 1003, App. 18 (Husak), Ex. 1003, App. 19 (Shah). Network

processors from these manufacturers were capable of handling “virtually any type
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of traffic” including, e.g., “Frame Relay,” “ATM,” “MPLS,” and “IP.” Ex. 1003,
App. 8 (Frenzel) at 1-2; see also Ex. 1003, App. 18 (Husak) (Figure 2, showing
interface cards coupled to Freescale C-5 DCP chip that processes “Frame Relay,”
“MPLS,” “ATM,” and “IP”), Ex. 1003, App. 19 (Shah) (“NPUs even have
programmable peripherals to support multiple protocols,” for example “Motorola
DCP C-57), Ex. 1021-2 (identifying nearly 20 network processors). Slides 26-28
of Appendix A identify some of these network processors and the protocols they
process.

40. It was also common practice to use these off-the-shelf network
processors within a network switch architecture like Bell. Bell itself specifically
notes that the components for its network switch could be obtained from a number
of vendors who sell off-the-shelf parts. Moreover, those skilled in the art
understood that the “target applications” for network processors included a
network switch like Bell. See, e.g., Ex. 1003, App. 9 at 2 (“Target applications
include multiprotocol core and edge switches™); Ex. 1003, App. 18 (Husak) at 2
(“Universal Switch-Router Line Cards Based on Network Processor”); Ex. 1003,
App. 8 (Frenzel) at 1 (network switches designed to “meet the needs of those

designing switches™). See also Appendix A, Slide 28.
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41. One skilled in the art would have understood that any one of the many
available off-the-shelf network processors that process multiple protocols could be
used on the forwarding cards of Bell, thereby allowing a single forwarding card to
process multiple protocols.

42. For example, in my original declaration | provided an example of how
networks processors from Agere Systems (the “Agere Chip Sets”) could be
incorporated on the forwarding cards of Bell so as to render obvious the
multiprotocol limitation. Agere Chip Sets were well-known at the time of Bell,
and one of skill in the art would have certainly come across the Agere Chip Sets
when looking for an off-the-shelf processing engine chip. Ex. 1003, App. 8
(Frenzel) at 2 (describing the “three-chip [network processor] solution” from
Agere Systems, “a major player” in network processing); Ex. 1003, App. 9 (Agere
Brief) at 1 (describing Agere’s 10G Network Processor Chip Set). The Agere Chip
Sets “handle[] virtually any type of traffic” including, e.g., “Frame relay,” “ATM,”
and “MPLS.” Ex. 1003, App. 8 (Frenzel) at 1-2; see also Ex. 1003, App. 9 (Agere
Brief) at 2 (explaining that the Agere Chip Sets support “MPLS, IP ..., ATM, and
Frame relay” with “OC48c” physical input). Thus, by using a network processor

like the Agere Chip Sets on the forwarding cards of Bell, each forwarding card of
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Bell would then be capable of handling any of those protocols. App. 8 (Frenzel) at
2. See also Appendix A, Slides 28-31.

43.  Agere and other similar chip sets manufacturers design and market
these type of chips specifically to work in forwarding cards inside network devices.
This is the business and this is the reason to design the chips, and sell them to
companies like Cisco, Juniper and other network communications vendors.

44. It would have been obvious to use the Agere Chip Sets within the Bell
forwarding cards because they were ideally suited for use in the forwarding cards
disclosed by Bell. For example, like the forwarding cards of Bell, the Agere Chip
Sets “fits between the framer and the switch fabric.” Ex. 1003, App. 8 (Frenzel) at
1; Bell at 50:2 (“framer” on port card “sends data”), 50:15-16 (“forwarding card”
then “receives SONET frames”), 51:1-3 (forwarding card then “send][s] . . . to
switch fabric”), Fig. 35, Fig. 36. See also Appendix A, Slides 29-30.

45.  One skilled in the art would understand that various other off-the-shelf
network processors would also fit in between the framer and switch fabric, thereby
also providing an ideal fit. See, e.g., Ex. 1003, App. 8 (Figure 1: illustrating
architecture “used in most switches, routers, and other networking equipment,”
wherein “network processor” is placed between “framer” and “switch fabric”).

The fact that the network processors like the Agere Chip Sets could have been
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easily substituted for the similar component disclosed in Bell is further evidence
that one of ordinary skill would easily recognize these network processors could be
readily employed within the forwarding cards of Bell.

46. Indeed, the primary applications of many prior art network processors
(including, for example, the Agere Chip Sets) were strikingly similar to the
disclosed architecture of Bell’s forwarding cards. An example of the Agere Chip
Sets is shown below:

Ex. 1003, App. 9 (APP750 Brief) at 1. In this graphic, the ingress and egress
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10G Network Processor System Diagram

“traffic manager (TM10)” chips and ingress and egress “classification engine
(NP10)” chips are sandwiched between an external “Framer” to left and “Switch

fabric” to right (which are not part of the Agere Chip Set). Thus, the Agere Chip
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Sets are remarkably similar to the structure of the forwarding card disclosed in

Bell:
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Bell at Fig. 36B. Just like in the Agere Chip Sets example, this figure depicts the
ingress and egress traffic management (*“TM”) chips, ingress and egress protocol
interface (“IF”) chips, and bridge chips (“BC”) which merely “serve[] as an
interface” for the traffic management chips—all of which are sandwiched between
an external framer to the left, and an external switch fabric to the right. Id. at
50:54-61 (traffic management chips), 50:36-43 (protocol interface chips), 50:50-53
(bridge chip), 49:67-50:5 (framer to left), 51:1-3 (switch fabric to right). See also
Appendix A, Slides 28-30.

47.  Moreover, implementing a network processor on the forwarding cards
of Bell would be straightforward and yield predictable results. For example, it was
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well within the capability of one skilled in the art to substitute a network processor
like the Agere Chip Sets onto the forwarding card of Bell in place of the existing
interface, bridge, and traffic management chips. Moreover, the Agere Chip Sets
(as well as many other network processors) were particularly easy to program.
See, e.g., Ex. 1003, App. 8 (Frenzel) at 1 (“Only six lines of code, for example, are
needed to implement a simple IPv4 router using the Agere chip set”—as opposed
to “several hundred lines of code” required by alternative prior art chips);
Ex. 1003, App. 9 (Agere Brief) at 2 (Multiprotocol customer-programmable
classification”; “Uses high-level network processor programming languages—
Functional Programming Language (FPL) and Agere Scripting Language (ASL)”;
(“Programmable packet modification”); see also Ex. 1003, App. 18 at 2 (“Network
Processor’s Seven Key Attributes . . . A simple programming model”). As a result,
any particular functions required by the Bell forwarding card could be readily
programmed.

48.  Thus, implementing a network processor capable of processing
multiple protocols (e.g., the Agere Chip Sets) within a forwarding card of Bell
would have been obvious to one skilled in the art, and the resulting system would

embody the multiple protocol limitation. For example, a forwarding card would
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receive and process at least ATM and Frame Relay data. Ex. 1003, App. 8
(Frenzel) at 1.

49. In addition to the reasons mentioned above, various other rationales
also support my conclusion that Bell in view of the background knowledge of one
skilled in the art renders obvious the multiprotocol limitation. These limitations
are discussed below and in Slides 32-45 of the Appendix A.

50. For example, it would have been obvious for Bell’s forwarding cards
to employ a multiprotocol network processor because the combination would
merely involve combining prior art elements according to known methods to yield
predictable results. As already explained, at the time of Bell there were a number
of different options in terms of network processors that could be used within a
broader network architecture to process multiple protocols. As also explained, it
would have been straightforward for a person having ordinary skill in the art to
implement any one of these network processors on the forwarding cards of Bell
using standard network design techniques. The combination would lead to the
predictable result of a forwarding card that can process multiple protocols. In such
a combination, the network processor would continue to perform its function of
receiving and processing data according to multiple protocols, and the rest of the

combined device would retain its function as a network switch (per Bell).
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51. As another example, employing a network processor capable of
processing multiple protocols on the forwarding cards of Bell would have involved
nothing more than the simple substitution of one known element [e.g., the
interface, bridge, and traffic management chips] for another [e.g., the Agere Chip
Sets]. Indeed, as I have already explained, prior art network processors capable of
processing multiple protocols were ideally suited for use in the forwarding cards
disclosed by Bell. Indeed, network switches like Bell were the “target
applications” for these network processors. See, e.g., Ex. 1009-2. It was also well
within the capabilities of one skilled in the art to substitute the existing off-the-
shelf chips on Bell’s forwarding cards for off-the-shelf network processors like, for
example, the Agere Chip Sets, as | explained above. Doing so would yield the
predictable result of a forwarding card that could process multiple protocols. The
network processor would continue to perform its function of receiving and
processing data according to multiple protocols, and the rest of the combined
device would retain its function as a network switch (per Bell).

52.  As another example, employing a network processor capable of
processing multiple protocols on the forwarding cards of Bell would have involved
nothing more than the use of a known technique to improve similar devices in the

same way. By the time of the alleged invention, network processors were widely
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used to improve devices like Bell (e.g., other switches and routers). See, e.g.,
Ex. 1003, App. 18 at 2 (“Network Processors Are the New Approach”); Ex. 1003,
App. 8 (describing various off-the-shelf network processors that could be used to
“improve[]” network switches like Bell); Ex. 1003, App. 9 (describing Agere’s off
the-shelf “Network Processor Chip Set” whose “target applications include
multiprotocol core and edge switches™). For example, network processors like the
Agere Chip Sets, were used to provide flexible support for multiprotocol
processing and to increase the line speeds network switches could handle.
Ex. 1003, App. 8 at 2 (problem is that an “ASIC is fixed, and it can’t be easily
changed to support new protocols” and the “network processor was developed to
solve this problem.”); id. at 1-2 (explaining that “[e]arlier generations of NPs . . .
were inadequate for line speeds greater than about OC-12,” but current NPs, like
those from “Agere Systems,” are capable of supporting speeds of, e.g., SONET
“OC-48" and “0OC-192.”). One skilled in the art could have applied this known
technique (i.e., the use of a network processor capable of processing multiple
protocols) to the network switch of Bell to achieve the predictable results of that
combination (a forwarding card capable of processing multiple protocols).

53.  As another example, employing a network processor capable of

processing multiple protocols on the forwarding cards of Bell would merely be
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applying a known technique (i.e., the use of a network processor capable of
processing multiple protocols) to a known device ready for improvement (i.e., the
network switch of Bell) to yield predictable results and an improved system (a
flexible network switch that can efficiently handle any type of protocol). Ex. 1003,
App. 18 at pg. 2 (“Network Processor’s Seven Key Attributes”); Ex. 1003, App. 8
at 1 (“network processor was developed to” allow a designer to easily “support
new protocols,” or “add new functions™).

54.  As another example, employing a network processor capable of
processing multiple protocols on the forwarding cards of Bell would also be
obvious to try. By the time of the *895 patent, network switches like that disclosed
in Bell needed to be able to process various protocols. There were a finite number
of ways to go about achieving this goal, each of which was predictable and
provided a reasonable expectation of success. For example, a network switch
could: (1) include a protocol-specific processing engine for each protocol the
network switch must handle, or (2) include processing engines that could handle
multiple protocols. Those of ordinary skill in the art would recognize the viability
of selecting any of these discrete options.

55.  As another example, work on network processors capable of

processing multiple protocols would have prompted predictable variations in the
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field of networking devices (including for the network switch of Bell), based on
design incentives and other market forces (such as a desire for a network switch
that can efficiently handle different protocols). By the time of the *895 patent,
efforts to improve network processors so as to allow network switches to
efficiently handle various different protocols was widespread. See, e.g., Ex. 1003,
App. 8 at 1-2 (“Network Processors Evolve To Meet Future Line Speeds); id.
(problem is that an “ASIC is fixed, and it can’t be easily changed to support new
protocols” and the “network processor was developed to solve this problem.”); see
also Ex. 1021-8 (*it seems every month a new network process is announced. In
an attempt to alleviate the bandwidth bottleneck, numerous solutions have
emerged.”). As previously explained, the implantation of these network processors
on the forwarding cards of Bell was predictable and well within the ability of those
of skill in the art.

56. Bell and the knowledge generally available to one of ordinary skill in
the art also provide the teachings, suggestions, and motivations to employ a
network processor capable of processing multiple protocols on the forwarding
cards of Bell. By the time of the *895 patent, network processor technology was
widely popular and the benefits of employing a network processor in a

multiprotocol network switch like Bell were well understood. See, e.g., Ex. 1003,
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App. 18 at 2 (“Network Processors Are The New Approach,” “Network
Processor’s Seven Key Attributes”); Ex. 1003, App. 8 1-2 (network processor
solves the problem of fixed systems that “can’t be easily changed to support new
protocols™); Ex. 1003, App. 9 at 2; Ex. 1021-7 (“Network Processor (NP), provides
the right balance of hardware and software”). Indeed, one skilled in the art would
be unable to avoid reading about the many benefits of employing a network
processor in a network switch like Bell in one of many articles and product briefs
available at the time. Id. One skilled in the art would also understand that network
processors were specifically designed to be used with a network switch like Bell.
See, e.g., App. 9 at 2 (“target applications include multiprotocol core and edge
switches”). Moreover, one skilled in the art would recognize that employing a
network processor on the forwarding cards of Bell to process multiple protocols
would further Bell’s stated goals of providing (1) a “high degree of flexibility in
directing the data between any of the forwarding cards,” and (2) “flexibility for
future network device changes or the different needs of different user/customers.”
Bell at 51:9-12; id. at 54:53-55. Indeed, one of the major advantages of a network
processor is that it provides “maximum system flexibility” and “complete
programmability.” Ex. 1003, App. 18 at 2; see also Ex. 1003, App. 8 at 1-2

(“Network Processor was developed to” allow designers to easily “support new
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protocols, add new functions, or be easily revised to handle unexpected changes or
upgrades.”). Thus, one skilled in the art would recognize that a network processor
would be a natural fit for the network switch of Bell.

57. Insum, it is my opinion that the multiprotocol limitation is obvious
because Bell in view of the background knowledge of one skilled in the art renders
obvious incorporating network processors on the forwarding cards of Bell.

VI. CONCLUSION

For the reasons stated herein, it is my opinion that the instituted grounds
disclose and render obvious the multiprotocol limitation. This declaration is based
on my present assessment of materials and information currently available to me.
My investigation and assessment may continue, which may include reviewing
documents and other information that may yet be made available to me.
Accordingly, I expressly reserve the right to continue my study in connection with
this case and to expand or modify my opinions and conclusions as my study
continues.

I declare under penalty of perjury under the laws of the United States that
the foregoing is true and correct.

Respectfully submitted,

([ ™ LaVta
Dated: Dec ‘97/ }O‘L/ Hy: %_____"'

TAL LAVIAN, Ph.D.
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The ‘895 Patent

wherein at least one processing engine in said plurality of
% processing engines receives data to be processed by said
at least one processing engine according to a first proto-
col within a layer and data to be processed by said at least
one processing engine according to a second protocol
within said layer and said first protocol is different than
said second protocol.

Processing
Engine
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124
Processing
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11
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Processing
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128
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FIG. 1

’895 Patent at Fig. 1; id. at Multiprotocol Limitation.

4
Juniper v Brixham IPR2014-00431 Juniper Ex 1020-33



The Instituted Ground (Bell + Sierra)

Renders the Challenged Claims Obvious
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Bell/Sierra Disclose Claimed Network Switch Architecture

’895 Patent Bell/Sierra

-— 90 ; f
| ]
sl BB r=== ===~ QUADRANT
Engine : L ff '
T (REDUNDANT)
110 FORWARDING
= . CARD i
rocessin y
e s46e”
¢+
1‘ 112 r"
¢ ¢546d
Processing r'
Engine FORWARDING
Processing
Engine
Lise - 1105648 FIG. 358 __—F|G 35A
FIG. 1 |

’895 Patent at Fig. 1; Bell at Fig. 35A.
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Only One Disputed Element

Does Bell Disclose Or Render

Obvious A Forwarding Card o
That Processes Multiple | @m0 = QuRORAYT
Protocols?

LI
(REDUNDANT)
FORWARDING

CARD ||
s46e” '

wherein at least one processing engine in said plurality of
processing engines receives data to be processed by said
at least one processing engine according to a first proto-
col within a layer and data to be processed by said at least
one processing engine according to a second protocol
within said layer and said first protocol is different than
said second protocol.

546a 7 546b
546C

562b

895 Patent at Multiprotocol Limitation; Bell at Fig. 35A.
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The Board Already Rejected BSL's Multiprotocol Argument

Patent Owner argues that the combination of Bell, Sierra-1. Sierra-2. and

Sierra-3 fails to teach or suggest the multiprotocol limitation that requires the

571-272-7822

Trials(usplo.gov . . . C
T2 processing engine to process data according to a first protocol and a second

protocol. where the first and second protocols are different. Prelim. Resp. 7. We

UNITED

o] AT not persuaded by this argument. In our claim construction above, we do not

JUNIPER NETWORKS, INC,
Peritioner

V.
BRIXHAM SOLUTIONS LTD.

Patent Owner

Case IPR2014-00431
Patent 7.535.895 B2

Before MICHAEL W. KIM. KALYAN K. DESHPANDE. and PETER P. CHEN.
Adwinistrarive Patent Judges.
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Bell’s Forwarding Cards Process

Multiple Protocols
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Bell Discloses Or Renders Obvious A Forwarding Card

That Processes Multiple Protocols

Forwarding Cards Process “Paths” Of Network Data
Carrying Different Protocols (e.g., ATM & Frame Relay)

In Addition To The Paths Of Network Data, Forwarding
Cards Process Ethernet “Network Control Information”

JuniPer

NETWORKS
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Bell Discloses Or Renders Obvious A Forwarding Card
That Processes Multiple Protocols

In Addition To The Paths Of Network Data, Forwarding
Cards Process Ethernet “Network Control Information”

JuniPer

NETWORKS
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Link Interfaces Receive “Paths” Of

Network Data Carrying Different Protocols

the SONET protocol. Each external network connection
may provide multiple streams or paths and each stream or
path may include data being transmitted according to a

mllgn‘u,[_pm_umﬁl\ over SONLET. For example, one path may

CROSS CONNECTION CARD

I 554a

UNIVERSAL PORT CARD

- i ] (s?aa‘ i
576a i i
LM‘! Relay ATM T rorr : ) |
Path Path ; XCVR —*  FRAMER —{  seroes :

" Path s76b = . —-I I L

: - FROM
Usrra E Usraa L s574a U sg0a i o 30
-------------- e e
|3
', . \ MPLS Path FIG. 36A "f"‘sis—'
I — 5623
;' 5 ‘ Frame Relay Path
N 9) I IP Path
- /_’ ATM Path Bell at 53:50-56; id. at Fig. 36A.
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User May Choose Which Forwarding Card To Assign Paths

Coupling universal port cards to forwarding cards through
oo NN 5 cross-connection card provides flexibility in data trans-

— | mussion by allowing data to be transmitted from any path on
| any port 10 any port on any forwarding card. In addition,

Alternatively, the user may choose which forwarding card
o assign to the new path and noufy the NMS. The NMS
would then fill in the forwarding card LID in the SET, and
the PPM would only determine which time slots and slice
within the forwarding card to assign.

JUNIPER
Exhibit 1004-1

Bell at 52:10-14; id. at 56:40-45.
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A Forwarding Card Can Receive ATM Data

The payload extractor chip also strips ofl' all vestigial
SONET frame information and transfers the data path to an
ingress interface chip. The ingress interface chip will be
specific to the protocol of the data within the path. As one
example, the data may be formatted in accordance with the
ATM protocol and the ingress interface chip is an ATM
interface chip (e.g., AIM IF 5844). Other protocols can also
be implemented including, for example, Internet Protocol
(IP), Multi-Protocol Label Switching (MPLS) protocol or
Frame Relay.

1 546cC

| FORWARDING CARD

5{an r__§8 8n

5840 B ] I |_;:5_8_?“
|
ATM L BG ™
it 6. .
{ B |
~ 5843 ! : &
To/ ‘ s88a
ATM FROM o cill;n
Path FIG. 36A 504 L JPRRER e =
L& 1
EGRESS [
ATM | -
P BG TM J
594a B
T - - - 589a
592a “ 5008
FIG. 36B 1
570a

Bell at 50:34-43; id. at Fig. 36B.
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The Same Forwarding Card Can Receive

“Other Protocols” (e.g., Frame Relay)

The payload extractor chip also sirips off all vestigial
SONET frame information and transfers the data path to an
ingress interface chip. The ingress interface chip will be
specifie to the protocol of the data within the path. As one
example, the data may be formatted in accordance with the
ATM protocol and the ingress interface chip is an ATM
interface chip (e.g., ATM IF 5844). Other protocols can also
be_implemented including, for example, Internet Protocol
(IP), Multi-Protocol Label Switching (MPLS) protocol or
Frame Relay.

FORWARDING CARD
586N 5880
INGRESS I ‘
~——| FRAME RELAY
562n wi$555 j 86 m |H
Frame o/ s IF 584b 1
ATM FROM 586b * 588b
Relay -~ Cegta — SF
Path 5ia : 5862 " s88a CARD
Path FIG. 36A PAYLOAD — 592n 5900
EXTRACTOR - [ | SFIF
- 582b g
582a EGRESS
ATM
IF BG ™
L 5942 i E d
r - | "800
592a 590a -
589a
Usra

Bell at 50:34-43; id. at Fig. 36B (modified to show Frame Relay route).
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Dr. Lavian: Obvious To Use Different Protocol

Interface Chips On A Forwarding Card

g
(- 546C
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582n - ATM ‘ e L ™ ¥ |
10/ S| 84 I8 r |
FROM _ | n— .~ |“sssbl | “s88b | -
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—— 582b B |
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T T 589b
o e “Tsgoa
L 570a

Bell at Fig. 36B (modified to show Frame Relay route)
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Obvious To Use Different Protocol
Interface Chips On A Forwarding Card

“When a patent simply arranges old elements with
each performing the same function it had been
known to perform and yields no more than one
would expect from such an arrangement, the
combination is obvious.”

KSR Int’l Co. v. Teleflex Inc., 550 U.S. 398, 417 (2007) (internal citations omitted).
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Bell Discloses Or Renders Obvious A Forwarding Card

That Processes Multiple Protocols

Forwarding Cards Process “Paths” Of Network Data
Carrying Different Protocols (e.g., ATM & Frame Relay)

JuniPer

NETWORKS
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Each Forwarding Cards Is Connected To An Ethernet Bus

and eight universal port cards (¢.g., 554a-554/1). Network
device 540 is a distributed processing system. Each of the
cards includes a processor and is connected to the Ethernet
2 control bus. In addition, each of the cards are configured as

ML described above with respect to line cards.
CONFIG 24 =
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I ] [t
1 ! 570b Il A
----------------- T QURORANT ) == e
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¢ 554l i|UNIVERSALL carn || (|| carp | [unversaL]i  ssaf
UNVERSAL IEORT CARD PORT CARDI T UNIVERSAL
| ARD[ PORT CARD
E ¢ 5549 54637 s4b” L ss0b 5508 5380 5 E
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UNVERSAL PORT CARD 562h | 566b PORT CARD| {fomore e
PORT CARD |~ PORT CARD
[TO_&M_E_F'G. 358 FIG. 35A " 'Tgﬁ_ﬁ_ﬂ_b FIG, 35B e

Bell at 48:54-56; id. at Fig. 35A.
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Each Forwarding Card Processes

Ethernet “Network Control Information”

network control information. The forwarding card itself

processes certain network control information and sends

certain other network control information to the central

62 processor over the Fast Ethernet control bus. The forwarding

a1~ card also generates network control payloads and receives
1

network control payloads from the central processor. The

A
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Bell at 49:39-45; id. at Fig. 35A.
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The Ethernet Data Is In Addition To The

Network Data The Forwarding Card Processes

network control information. The forwarding card itself

processes certain network control information and sends

certain other network control information to the central

62 processor over the Fast Ethernet control bus. The forwarding

a1~ card also generates network control payloads and receives
1

network control payloads from the central processor. The

A
PERSISTENT CONFIG. o
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Bell at 49:39-45; id. at Fig. 35A.
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Bell Renders Obvious The

Multiprotocol Limitation
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Claimed Processing Engine Employs A Network Processor

in switch 90. Processing engine 110 includes network pro-
| cessor 338 coupled to exchange information with fabric plane
e interface 336 and switch plane interface 342 via conversion
1 engine 335. Interface 342 is coupled to switch plane 152 to

Network processor 338 processes data from plane 152
according Layer 2 protocols and above. Network processor

571285

JUNIPER
Exhibit 1001-1

’895 patent at 21:42-44; id. at 21:58-60.
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Dr. Lavian: Obvious To Employ A

Network Processor In Bell

*»* Network Processors Were:
v" Well-Known Off-The-Shelf Components
v’ Could Handle Multiple Protocols
v’ |deally Suited For Bell’s Forwarding Cards

Dr. Tal Lavian
UCBerkeley | o Employing A Network Processor Was Well Within

The Capabilities Of A PHOSITA

Ex. 1020, 19 37-57.
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Dr. Lavian’s Testimony Stands Unrebutted

BSL Does Not Identify:

x Any reason why employing a network processor on Bell’s forwarding
cards would not render obvious the multiprotocol limitation

x Any reason why a PHOSITA could not employ a network processor
on Bell’s forwarding cards

x Any alleged difficulties a PHOSITA would have in employing a
network processor on Bell’s forwarding cards

x Any disclosure that teach away from employing a network
processor on Bell’s forwarding cards

25
Juniper v Brixham IPR2014-00431 Juniper Ex 1020-54



Network Processors

Were Known & Available Off-The-Shelf

086 resystems @

c-PORT

A Motorola Company

AT

>“ freescale

semiconductor

.|l|

Ex. 1020, 9 39.
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Network Processors Handled Multiple Protocols

Juniper v Brixham
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Network Processors E
To Meet Future Line Sﬂ

Design experience with earlier network processo
Yyields new improved products and techniques.

Louis E Frenzel
COMMUMICATIONS/NETWORKING

c v nent designers and

wwork-processor (NP) vendars 1o re-
evaluate their designs. The quest is-on for
new and better ways 10 handle not only
the higher speeds, but also the ever
increasing amount of network traffic

Earlier generations of NPs or network.
processing units (NPLIs) were inade
quate for line speeds greater than about
OC-12 (622 Mbits/s). To meet the needs
of tho igning switches, routers,
remote access servers, and other equip-
ment for 1-Ghit/s and 10-Gbit/s Fther
netand Sonet OC-48, OC-1 il OC-
768, designers are resorting 1o various
new approaches, as semiconductor ven
dors provide a rich new mix of producs

d solutions.

An NP is a chip or chip set that per
farms packet processing at line speed. It
may be a programmable RISC CPU, or
tiple CPUs optimized for packet
processing An NP might also be one or
mare ASICs, a specialized chip, or a
Jection of chips that perform the desined

d

functions. NPUs work a1 layers 2
through 7 of the 081 reference model
Earlier routers and switches warked at
layers 2 and 3. But the grow
of new services, such as qu

l mult
ocol label switching (MPLS), now
ing through layer 7.
packets that take more time (o
ify and process have esulted. More-
over, with line speeds increasing at a rate
faster than Moore's Law updates CPU
packets at line speeds
xcruciatingly difficult
abasic component
«al router or switch in a line o
(Fig. 1)."Th
(PHY) lay
nents with appropriate serializer/ deser
alizer (SERDES) transceivers. This is fc
lowed by a framer that deals with the
i protocol used, such as Ethemet,
and ATM. The resulting packets
ent to the processing circuits. The
h fabric follows ther d connects
the line card to other line cards. This i
lled the datapath or data plane. Not
on, usually PCI, 10 an
embedded RISC processor, which
implements the control path or plane

optic com;

Falaoe
prosessar RISC)

processor,is used in most

switches, routers, and other networking equipment.
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“Agere Systems is a major player in
NPUs. . . . The chip set handles
virtually any type of traffic—SONET,
POS, Frame Relay, ATM, MPLS—and
A runs at OC-48 speed.”

we control plane functions are
ipfrear-down

o Table updates

* Register/buffer management
* Exception handling

» Statistics gathering

Circuits in earlier equip using
yne or more fast custom ASICs per
formed packet processing at line speed
(Fig 2a). Although still valid today, this
3pp ks flexibility, but it remains
the best for achieving line speeds ol OC
192 and up.

If the processor is fast enough, it can
handle all datapath processes described
above using an NPU (Fig. 2b). Current
processors can handle line speeds up to
ahout OC-12, with OC-48 on the way.

In the newest configur.
performs n ftheo

tion and traf

rent designs use this method (Fig
Equipment manufacturers (nitially
solved the line-speed processing prob
by using specialized

and it can't be easily changed 1o support
new protocols, add new functions, or be

easily revised to handle unexpected
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Bell Was The Target Application For A Network Processor

Applications
agere”™™ Target applications include multiprotocol core and edge
switches and routers, multiservice optical core and edge
devices and service-aware switches and provisioning
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Introduction functianality. An 4
egress classifical
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chip set provides peed deep- small amount ol
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. shaping, buller Sl and
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provicas full duplex 10 Gb/s packet procasaing
: N Lt =
EL 5P| BERDER) gmllfh
‘| NP10 I TM1g |sioes| | Fabea
o)

= S e o= |
- T— Fep|
I A

=7 &

et
i TM10 [ NP10 J_."_‘“‘J
(opHonaly =

W Haost
CFRU
sy £P1s = POSPHY Livel s indorince
== SUIDLS = tigf-tmeed sent nlertace
106G Network Processor System Diagram
JUNIPER

Exhibit 1009-1

Ex. 1009-2.

29
Juniper v Brixham IPR2014-00431 Juniper Ex 1020-58



Bell’s Forwarding Cards Were

ldeally Suited For A Network Processor
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Employing A Network Processor Was Simple Substitution
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Numerous Exemplary Rationales

From KSR/MPEP Apply

methods to yield predictable results

° Combining prior art elements according to known
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Exemplary Rationale A

Combining prior art elements according to known methods to

vield predictable results

Dr. Tal Lavian
UC Berkeley

Combining the elements of Bell’s network switch
with the element of a multiprotocol network
processor, according to known methods of network
design, yields the predictable result of a network
switch that can efficiently handle any protocol.

Juniper v Brixham

Ex. 1020, 9 50.
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Numerous Exemplary Rationales

From KSR/MPEP Apply

Simple substitution of one known element for another
to obtain predictable results
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Exemplary Rationale B

Simple substitution of one known element for another to obtain
predictable results

Simple substitution of Bell’s interface, bridge and
traffic management chips for a multiprotocol
network processor to obtain the predictable result of
a network switch that can efficiently handle any
protocol.

Dr. Tal Lavian
UC Berkeley

Ex. 1020, 9 51.

35
Juniper v Brixham IPR2014-00431 Juniper Ex 1020-64



Numerous Exemplary Rationales

From KSR/MPEP Apply

Use of known technique to improve similar devices in
the same way

36
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Exemplary Rationale C

Use of known techniques to improve similar devices in the same

way

Dr. Tal Lavian
UC Berkeley

Use of multiprotocol network processors to improve
handling of multiple protocols in network switches

like Bell.

Juniper v Brixham

Ex. 1020, 9 52.
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Network Processors Improve

Handling Of Multiple Protocols

Network Processors E The

To Meet Future Line Sﬂ

Design experience with earlier network processo
Yyields new improved products and techniques.

Louis E. Frenzel

the higher speeds, but also the ever

increasing amount of network traffic

ons of NPs or network:
processing units (NPLIs) were inade

quate for line speeds greater than about
2 Mbits/s). To meet the needs
ning switches, routers
and other equip-
ment for 1-Ghit/s and 10-Gbit/s Fther
netand Sonet OC-48, OC-1
768, designers are resorting 1o various
new approaches, as semiconductor ven

dors provide a rich new mix of producs
and solutions.

An NP is a chip or chip set that per
farms packet processing at line speed. It
may be a programmable RISC CPU, or
tiple CPUs optimized for packet
processing An NP might also be one or
mare ASICs, a specialized chip, or a col
Jection of chips that perform the desined

functi NPUSs work at layers 2
through 7 of the O8] reference model.
Ea routers and switches worked at
3. But the grow
of new services, such as gu
(QoS), differentiated servi
protocol label switching (MPLS), now
require processing through layer 7.
Longer packets that take mo|
ify and process have sesulted. Mor
over, with line speeds increasing at a rate
faster than Moore's Law updates CPU
chips, proces: t

has become ¢
abasic component
hinaline o
e card includes the physical
v, usually fiber optic com
nents with appropriate serializer/ deser
alizer (SERDES) transceivers. This is
lowed by a framer that deals with the
specific protocol used, such as Ethemet,
Sonet, and ATM. The resulting packets
are sent to the processing circuits. The
h fabric follows them and connects
¢ line card 1o other line cards. Th
lled the datapath or data plane. Note
the bus connection, usally PCI, 10 an
embedded RISC processor, which
implements the control path or plane

Falaoe
prosessar RISC)

processor,is used in most

switches, routers, and other networking equipment.

70 ELEGTRONG DESIGN » Sapiemge 17, 2001

sificat

“ASIC is fixed, and it can’t be easily
changed to support new protocols. . .
processor  was
developed to solve this problem.”

network

P
catlon
* Traffic or queue management and
traffic shaping
* Security

control plane fur
ipfrear-down
able updates

* Register/buffer manages
* Exception handling

» Statistics gathering

Circuits in earlier equipment using
yne or more fast custom ASICs per
formed packet processing at line speed
{Fig. 2a). Although still valid today, this
pproach lacks fexibility, but it remains
the best for achieving line speeds of OC
192 and up,

If the processor i fast en

x and time-cons
tions are offloaded and d
cessors or specialized chips, typi-
ally conte: dressable memory
(CAMSs) for packet search and classifica-
wger chips. Most cur.

Equipm
solved the line-speed processing
lem by using specialized ASICs. Propri-

ary chips, however, take time to devel-
op (12 1o 24 months), cost a lot, and are
structurally rigid. Plus, an ASIC is fived,
and it can't be easily changed 1o support
new protocols, add new functions, or be
easily revised to handle unexpected

JUNIPER Exhibit 1008-1
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IPR2014-00431

Ex. 1008-2.
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Numerous Exemplary Rationales

From KSR/MPEP Apply

Some teaching, suggestion, or motivation in the prior

art that would have led one of ordinary skill to modify

the prior art reference or combine prior art reference
teachings to arrive at the claimed invention

39
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Exemplary Rationale G

Teachings, suF%estlons or motivations in Bell and the knowledge
generally available to a PHOSITA that would have led a PHOSITA to
modify Bell to arrive at the claimed invention

** Network Processor furthers Bell’s express goals
of:

v" Providing “flexibility for future network
device changes” and “different needs of
different users/customers.”

Dr. Tal Lavian
UC Berkeley

v" Allowing data to be directed “between any of
the forwarding cards”

Ex. 1020, 19 55-56.
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Exemplary Rationale G

Teachings, suF%estlons or motivations in Bell and the knowledge
generally available to a PHOSITA that would have led a PHOSITA to
modify Bell to arrive at the claimed invention

*¢* Network Processor provides numerous benefits
for multiprotocol switches, including:

v’ Flexibility and performance

v" Ability to add new protocols and functions
that suit different customers needs

Dr. Tal Lavian
UC Berkeley +* Multiprotocol switches like Bell are the “target

application” for network processors

Ex. 1020, 19 55-56.
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Bell’s Goal: Increased System Flexibility

| Coupling universal port cards to forwarding cards through
issueres ] @ cross-connection card provides flexibility in data trans-
c' = » "]iSSiUn h}’ alluwing dﬂlil o hl_: lfﬂn\n]ittcd l‘run] any palh on
™ | any port to any port on any forwarding card| In addition,

Typically, connections are fixed or are generated accord-
ing to a predetermined map with a fixed set of rules.
Unfortunately, a fixed set of rules may not provide flexibility
for future network device changes or the different needs of
different users/customers. Instead, within network device

D AT

JUNIPER
Exhibit 1001-1

Bell at 52:10-14; id. at 54:50-55.
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Network Processors Provide Maximum System Flexibility

Table 1T Network Processor’s Seven Key Attributes|

Attribute
/) Network trecesetl!  Complete programmability] Supports universal networking

applications
G-PORT. | = : . _ :
AtatasaCompany | i e s o] A simple programming model  Leads to faster time-to-market

and system capabilities. This paper examines t
compatison to other netwarking sificon offerin

Moy Maximum system flexibility Enables longer time-in-market™

packet-based networking, networking device:
with a combination of general purpose CPUs, ]

s i Vlassive processing power Provides scalable performance

software-based nature of these devices was key
and the additional functionality required by nef]
these designs were large, complex, and compa!

w1 High functional integration Lowers total system costs

Over time, as network interface speeds and de

E le S i d
Fr i

By: David Husak

et < general-purpose processors fell short of what
et § ommesiesnsll  Open programming interfaces  Delivers higher availability
programmability of software-based designs for}

technology progressed (and vendors investedH
teams), more and more functionality was incor

sasummessusse=d  Third-parly suppori Encourages continuous innovation in
bt oh il the industry

Ethernet “switch-on-a-chip” products. Some of
functionality within a narrow range of applicati
Ethemet/IP switching. However, network venci
still required long and risky internal ASIC deve!

Today's Netwark System Develor NN

change in the communications industry. This is leading to increased time-to-market
pressure and shorter product fifecycles — just when product development cycles are
growing due to complex ASIC designs and associated software re-designs.

Wh ite Although IP is emerging as the dominant protocol, newly defined IP capabilities, such as
Quality of Service {QoS) and Multiprotacol Label Switching (MPLS), require vendors to
Paper continually support new applications. I addition, the number of different interface types,

Fot Mofs Irfommation On This Frocact, JUNIPER: Extibit 1003
App.18,pg. 1

Ex. 1003, App. 18 at 2.
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Network Processors Provide Maximum System Flexibility

Network Processors E The

To Meet Future Line Sﬂ

Design experience with earlier network processo
Yyields new improved products and techniques.

Louis E Frenzel
COMMUMICATIONS/NETWORKING
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new and better ways 10 handle not only
the higher speeds, but also the ever
increasing amount of network traffic
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processing units (NPLIs) were inade
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Fartier routers and switc hes worked at
3. But the growing numbes
of new services, such as quality of service
(QoS), differentiated services,
protocol label switching (MPLS), now
require processing through layer 7.
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lled the datapath or data plane. No
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nbedded RISC processor, which
implements the control path or plane
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prosessar RISC)

processor,is used in most

switches, routers, and other networking equipment.

70 ELEGTRONG DESIGN » Sapiemosr

01

ficat

“ASIC is fixed, and it can’t be easily
changed to support new protocols. . .
processor  was
developed to solve this problem.”

network

catlon

* Traffic or queue management and
traffic shapiny
curity

we control plane functions are
tupfiear-down

o Table updates

* Register/buffer management
* Exception handling

» Statistics gathering

Circuits in earlier equipment using
yne or more fast custom ASICs per
formed packet processing at line speed

). Although still valid today, this
lacks flexibility, but it remains
achieving line speeds of OC

:‘::A d up

the processor is fast enough, it can
handle all datapath processes vathed
bove using an NPU (Fig. 2b). Current
e

ahout OC

In the new
performs many of the aperations. Several
e-consumi
tions are offloaded and delegated 10
essars or specialized chips, typi
ally cont sable memory
arch and classifica-
tion and nager chips. Most cur-
tent designs use this method (Fi

Equipment manufacturers
solved the line-speed processing
g specialized ASICs. T
ary chips, imw-m take time to .lml—
op (12 1o 24 months), cost a lot, and are
structurally rigid. Plus, i
and it can't be utmmmdmmm-n
new protocols, add new functions, or be
easily revised to handle unexpected

JUNIPER Exhibit 1008-1

ket

Juniper v Brixham

IPR2014-00431

Ex. 1008-2.

Juniper Ex 1020-73



Bell Was The Target Application For A Network Processor

Applications
agere”™™ Target applications include multiprotocol core and edge
switches and routers, multiservice optical core and edge
devices and service-aware switches and provisioning
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