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Various embodiments allow Grid applications to access 
resources shared in communication network domains. Grid 
Proxy Architecture for Network Resources (GPAN) bridges 
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face with network services to utilize network resources. In 
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employed for the GPAN proxy communication. 
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GRID PROXY ARCHITECTURE FOR 
NETWORK RESOURCES 

RELATED APPLICATIONS 

2 
Grid node. While this installation is relatively easy on a com­
puter, it can be impractical on network devices such as routers 
and switches. Without installation of the Grid software, a 
network device carmot purposefully make its resource avail­
able to the Grid, and a Grid node cannot access a network 
device through the same Grid rule. 

Another problem hindering the advance of Grid technol­
ogy is that network devices are typically located in autono­
mous network domains, and controlled by network manage-

This application is a continuation of, and claims priority to, 
U.S. Pat. No. 8,898,274, filed Dec. 21, 2012, which is a 
continuation of, and claims priority to, U.S. Pat. No. 8,341, 
257, filed Nov. 14, 2011, entitled GRID PROXY ARCHI­
TECTURE FOR NETWORK RESOURCES. U.S. Pat. No. 
8,341,257 is a continuation of, and claims priority to, U.S. 
Pat. No. 8,078,708, filed Dec. 21, 2004, entitled GRID 
PROXY ARCHITECTURE FOR NETWORK 

10 ment facilities such as network managers and services. The 
network management facilities form an actual overlay net­
work which is the network service overlay and gives the API 
for network control functions. In other words, the network 

RESOURCES, which claims priority to U.S. Provisional 
Patent Application Ser. No. 60/536,668 entitled GRID 15 

PROXY ARCHITECTURE FOR NETWORK 
RESOURCES, filed Jan. 15, 2004, the entireties of each are 
incorporated herein by reference. 

service overlay consists of network services that are running 
on network devices. Thus, in a Grid network, there are two 
overlay networks: the network service overlay and the Grid 
service overlay. But there is a gap between these two overlays. 
The gap is that they are not compatible because network 
services and Grid services use different service infrastruc-

BACKGROUND 20 tures. Moreover, due to the modest capability of CPU and 
memory on network devices, network services are generally 
implemented in lightweight network software while Grid 
services are generally implemented in heavyweight software 

Grid networks are emerging as the "killer application" of 
next-generation networks through the building of overlay 
networks upon existing network infrastructures for the pur­
poses of network-wide computing and data collaboration. In 25 

a Grid network, which is also known as a virtual organization, 
Grid nodes are distributed widely in the physical networks 
and share their available hardware and software resources 
such as CPU, storage, data mining, and visualization centers. 
The resource sharing is actually provided by the Grid services 30 

rum1ing on Grid nodes. Those Grid services form the Grid 
overlay over the Grid nodes as they function under the same 
Grid rule. 

and thus require much more CPU power and storage. 
It would therefore be desirable to have a technique for 

causing the two overlays to work together. In other words, 
network nodes should be capable of acting as Grid nodes in 
order to provide its resources such as network links and 
bandwidth in a Grid. 

SUMMARY 

Various embodiments overcome the above-mentioned and 
other drawbacks by providing a Grid-based proxy mecha-According to the available services and resources, a Grid 

user distributes portions ofhislher application task in the Grid 
nodes and puts those services and resources together to com­
plete the user task with very high performance. Benefits of 
this technology include preventing resource wasting in the 
network and saving the user capital expenditure on equip­
ment. Typical use cases of Grids include data-intensive and 
computation-intensive business tasks such as enterprise con­
current product design, utility computing, large-scale data 
synchronization, and many high-performance computations 
including nuclear energy simulations and long-term global 
weather forecasting. 

35 nism to allow Grid services and applications to access and 
utilize resources available in the physical network domains. 
In accordance with one or more embodiments, a Grid Proxy 
Architecture for Network Resources ("GPAN) bridges a grid 
services overlay that includes of Grid services to serve user 

40 applications, with a network services overlay that includes 
network services to control the network devices. The GPAN 
proxy gives the Grid services in the Grid Service overlay the 
potential to access the network services in the Network Ser­
vice overlay in order to control the networks for resource use. 

45 With GPAN, network nodes do not need to install and run a 
piece of Grid service software in order to provide their 
resources to the Grids. Network nodes are represented in a 
whole by the GPAN proxy and joined the Grids by a unique 

Distributed computing in general, and grid computing in 
particular, is desirable because complex and resource-inten­
sive computing tasks can be accomplished without purchas­
ing and maintaining costly super-computers. Rather, rela­
tively small portions of the overall computing task can be 50 

distributed among multiple computers and devices of rela­
tively modest capability. It will be appreciated that the grid 
network capability may also be more easily scalable than high 
performance devices and super-computers. Further, there is a 
potential business model for the rental of grid services. 

Grid node which runs the actual proxy software/system. 
In at least one embodiment, GPAN works with the network 

service overlay to gather network resource information and 
provide that information to the Grid resource index service 
within the Grid network. GPAN may also facilitate brokerage 
and reservation of network resources upon the request of a 

55 Grid resource broker service within the Grid network by 
translating application requests from the Grid services to 
network operations of the network services. 

The dispersed Grid nodes are connected by network infra­
structure such as the Internet. Grid nodes include computers, 
data servers and network devices. Resource sharing of net­
work devices in a Grid is critical because it provides the 
interconnectivity of Grid nodes to form a pipeline of resource 60 

supply in the Grid. In other words, interconnectivity enables 
reliable sharing of resources such as computing power and 
data services. 

One problem hindering the advance of Grid technology is 
that the requisite resource sharing of network nodes is not 65 

entirely supported by traditional networks. First, Grid nodes 
generally require a piece of Grid software installed on each 

At least one embodiment employs network service peers/ 
agents ("NSPs") distributed in the network domains in order 
to obtain network resource information and allocate network 
resources for the Grids. Each NSP may include an individual 
network domain, including various sub-nets, and may be 
operated by a different service provider. Of the NSPs, only the 
master NSP executes the GPAN proxy in a Grid network. The 
master NSP is usually selected from an NSP which is close to 
the location where run Grid resource services such as index, 
broker and scheduler. A master NSP may be elected based on 
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how the Grid is organized and how easily the Grid accesses 
the network resources. Under the GPAN proxy, the master 
NSP sends network instructions to each NSP for resource 
operations such as information collection and allocation. Fur­
ther, the master NSP provides Grid-based proxy APis of 
resource operations to Grid services and applications. Con­
sequently, the node running the master NSP is the unique Grid 
node representing the whole networks. The Grid services and 
applications talk to this master NSP node for network 
resource supply. They use the GPAN APis which are provided 10 

in the form of Grid services to access the network resources. 
It will therefore be apparent that no actual network nodes 
need to execute native grid protocols. 

In at least one embodiment, GPAN provides at least two 
proxy functions, resource data proxy and resource manage- 15 

ment proxy. The resource data proxy function is to provide 
resource discovery, status (create/ destroy /use), availability 
and service policy for the Grid network. The resource man­
agement proxy function provides resource scheduling, new/ 
allocate/reallocate/release in the Grid network. GPAN sends 20 

4 
resources are made available for the application, portions of 
the overall task are distributed to the grid resource services 
either directly by the broker/meta-scheduler or via GPAN. 

BRIEF DESCRIPTION OF THE FIGURES 

FIG. 1 is a block diagram of grid network architecture 
illustrating gathering of communications network resource 
information for the grid resource index by GPAN. 

FIG. 2 illustrates reservation of communications network 
resources in the architecture of FIG. 1. 

FIG. 3 is a block diagram that illustrates the GPAN proxy 
in greater detail. 

DETAILED DESCRIPTION 

Referring to FIG. 1, a grid computing network architecture 
includes multiple grid resources that are in communication 
via multiple communications network elements. The grid 
resources may include a grid resource manager 100, comput­
ing resource provider 102, 104 and storage resource provider 
106. The grid manager, computing resource provider and 
storage resource provider execute Grid-based Resource Ser­
vices (GRS) such as Resource Management Services (RMS) 

resource information to the global Grid resource services 
such as index, through the resource data proxy. GPAN 
receives resource allocation requests of Grid apps from a Grid 
resource broker or scheduler service through the resource 
management proxy. Each proxy function may implement dif­
ferent proxy mechanisms. For example, the resource data 
proxy implements a network information provider ("NIP") 
which is a Grid-based software to facilitate collection of 
network information and provide updates and reports to the 
Grid resource index service. The resource management proxy 
function implements a resource allocation and management 
provider ("RAMP") which is also a Grid-based software to 
receive resource allocation requests from the Grid broker/ 
meta-scheduler services and schedule resource operations in 
the communications network. 

25 and Resource Data Services (RDS). The communications 
network elements include various switching and routing 
devices which make up network services peers ("NSPs") 
108-114, and a master network service peer 116 that imple­
ments a Grid Proxy Architecture for Network Resources 

In at least one embodiment, GPAN includes two main 
components: a Grid Proxy service ("GPS") and a Grid Del­
egation service ("GDS"). GPS interfaces the GPAN proxy 
with the Grid overlay of Grid services to meet applications. 
GDS interfaces the proxy with the Network Service overlay 
of network services to utilize network resources. Resource­
based XML messaging may be utilized for communication 
between GPS and GDS. 

By implementing at least some of the features described 
above, GPAN advantageously causes the communications 
network to appear as grid resources from the perspective of 
the grid network. For example, the resource availability data 

30 ("GPAN") 118 for the grid network. An application device 
120 which originates a request for execution of an application 
on the grid communicates with the grid network through the 
grid manager 100. 

The grid manager 100 manages grid-enabled resources 
35 shared in the Grid network to user applications. It may use an 

index node 122 which is operative to execute grid computing 
protocols to produce an index of available grid resources. For 
example, the index may include address information and an 
indication of availability for each grid resource through 

40 respective RDS on each resource provider. It may also use a 
grid broker/meta-scheduler 124 which is operative in 
response to a request from the application node 120 to iden­
tify a set of grid resources from the index with which to satisfY 
the application request. Once the set of grid resources is 

45 determined, the broker/meta-scheduler signals the grid 
resources to prepare them to be utilized. For example, the grid 
resources may be verified as available, reserved, and charges 
for the services may be arranged. Once the grid resources are 
prepared, the broker/meta-scheduler 124 distributes portions 

is periodically gathered from each network service peer and 
provided to an index of the grid network in a format that is 
compliant with the protocols utilized by the index. Further, 
GPAN implements an API that is compliant with the signaling 
utilized by the grid manager in order to facilitate resource 
brokerage and reservation. Following receipt of a request 
from the Grid application, and identification of requisite 
resource from the index, a broker/meta-scheduler of the grid 55 

network signals to the grid resources and GPAN in order to 
reserve and utilize the resources. The broker/meta-scheduler 
signals for resource reservation to both the grid resources and 
GPAN in the same, grid-standard compliant manner. GPAN 
implements an API which is operative to translate commands 
from the broker/meta-scheduler into a format that may be 
utilized by the communications network nodes. Conse­
quently, two-way communications between the network 
resources and grid manager are possible, thereby enabling 
operations such as bandwidth allocation, negotiation, agree- 65 

ment, information feedback, and status tracking. Once the 
appropriate communications network and grid network 

50 of the overall task to individual ones of the grid services 
through respective RMS in each resource provider. The bro­
ker/meta-scheduler is also operative to coordinate responses 
from the grid services 102-106 for the particular application 
task. 

The GPAN 118 is executed at least in-part by the master 
network service peer 116 and is operative to cause the com­
munications network to appear, relative to the grid manager 
100, as a grid-compliant resource provider of network. One 
function of the GPAN 118 is to gather communications net-

60 work resource information on behalf of the index 122. Data 
indicating the availability of network resources such as NSPs 
108-114 can be actively gathered using any of a variety of 
network protocols, such as simple network management pro­
tocol ("SNMP"). Alternatively, some network devices may be 
configured to automatically provide resource availability data 
to the GPAN. In addition to obtaining resource availability 
data, the GPAN 118 generates a mapping of the available 
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resources, including the various communications network 
nodes and links which interconnect the grid resources. The 
resource availability information and mapping are then trans­
lated into a format that can be processed by the index 122, and 
transmitted to the index for storage. The information in the 
index can then be processed by the broker/meta-scheduler 
124 in a substantially similar manner as normally generated 
and stored grid resource information. 

6 
tion requests from the broker/meta-scheduler and provide 
scheduling resources in the communications network. 

While the various embodiments described through the 
above exemplary embodiments, it will be understood by those 
of ordinary skill in the art that modification to and variation of 
the illustrated embodiments may be made without departing 
from the concepts herein disclosed. Moreover, while some 
embodiments are described in connection with various illus­
trative structures, one skilled in the art will recognize that the 

10 system may be embodied using a variety of specific struc­
tures. Accordingly, the embodiments should not be viewed as 
limited except by the scope and spirit of the appended claims. 

Referring now to FIG. 2, the GPAN 118 also implements its 
Grid service API so that it can be accessed by the grid man­
ager 124 though standard Grid service invocation in order to 
facilitate resource brokerage and reservation. Following 
receipt of a request from the application 120 and identifica­
tion of requisite resource from the index 122, the broker/ 
meta-scheduler 124 signals to the grid resources 102-106 and 
the GPAN 118 in order to reserve and utilize the identified 
resources. In particular, the broker/meta-scheduler 124 sig­
nals for resource reservation to both the grid resources and the 
GPAN in the same, grid-standard compliant manner. The 
GPAN 118 is operative to translate the signaled commands 20 

from the broker/meta-scheduler 124 into a format that may be 
utilized by the communications network nodes ofNSPs 108-
114. Further, the GPAN is operative to translate messages 
returned from the network nodes of the NSPs to the broker/ 

The invention claimed is: 
1. A method of supporting operation of a plurality of dis-

15 tributed computing resources interconnected by a communi­
cation network, the method comprising: 

meta-scheduler. Consequently, two-way communications 25 

between the network resources and grid manager are pos­
sible. Communications between the network resources and 
grid manager may support operations such as bandwidth allo­
cation, negotiation, agreement, information feedback, and 
status tracking. Once the appropriate communications net- 30 

work and grid network resources are made available for the 
task sent to the grid, portions of the overall task are distributed 
to the grid resource services either directly by the broker/ 
meta-scheduler or via the GPAN. 

receiving information indicative of availability of at least 
some resources of the communication network, the 
information being in a supply format; 

generating a mapping of available resources of the at least 
some resources; 

translating at least some of the received information from 
the supply format to a target format usable by at least one 
of the distributed computing resources; 

translating the mapping to the target format; and 
providing at least some of the translated information in the 

target format and the translated mapping to the at least 
one of the distributed computing resources to enable 
analysis of availability of at least some resources of the 
communication network by the at least one of the dis­
tributed communications resources. 

2. The method of claim 1, wherein receiving the informa­
tion indicative of availability of at least some resources fur­
ther comprises receiving the information periodically. 

3. The method of claim 1, further comprising: 
receiving at least one message from at least one of the 

distributed computing resources; 
processing the at least one received message to derive at 

least one command usable by at least one resource of the 
communication network; and 

providing the at least one command to the at least one 
resource of the communication network. 

4. The method of claim 3, wherein the receiving, translat­
ing and providing information, and the receiving and process-

Referring now to FIGS. 2 and 3, the GPAN 118 includes 35 

two main components: a Grid Delegation Service ("GDS") 
300 and a Grid Proxy Service ("GPS") 302. The GPS 302 is 
operative to accept network resource requests from upper 
layer grid services in the Grid Service overlay such as the 
broker/meta-scheduler 124a, index 122a, and end user appli- 40 

cation 120a. Resource requests include requests for resource 
information, resource allocation, and related operations. The 
GPS 302 passes those requests to the GDS 300, and returns 
feedback received in response to the requests back to the 
request initiator. The GDS processes the resource requests 
from the GPS to determine which NSPs 108-114 in the Net­
work Service overlay are indicated to be part of the particular 
grid operation. The GDS also collects resource information 
and results from the NSPs for return to the GPS. As shown 
specifically in FIG. 3, the GPS and GDS components of the 
GPAN logically reside on two overlay networks: GPS on the 
Grid Service Overlay and GDS on the Network Service Over­
lay. But they may reside on a host such as the master service 
peer or two different hosts. For example, GPS 302 can reside 

45 ing messages and providing commands derived from themes­
sages are further configured to support two-way 
communications between the at least one computing resource 
and the at least one resource of the communication network. 

5. The method of claim 4, wherein the two-way communi-
50 cations support at least one of: 

bandwidth negotiation; 
bandwidth allocation; 
bandwidth agreement; 

in a grid-based hosting environment that is logically proxi- 55 

mate to the grid manager 100 (FIG. 2), and the GDS 300 can 
reside in a network service hosting environment that is logi­
cally proximate to the master network service peer 116 (FIG. 
2). Consequently, GPS is the GPAN contact point in the grid 
network overlay while GDS is the GPAN contact point in the 60 

network service overlay. 
The GPAN 118 may provide respective network resource 

provider as necessary and appropriate. For example, a net­
work information provider ("NIP") 304 facilitates collection 
of network information and provides updates and reports to 65 

the grid manager index. A resource allocation and manage­
ment provider ("RAMP") 306 may receive resource alloca-

status tracking; or 
information feedback. 
6. The method of claim 1, wherein the supply format com­

prises a Simple Network Management Protocol (SNMP). 
7. The method of claim 1 further comprising: 
distributing portions of at least one task between at least 

some nodes of the communication network based, at 
least in part, on the analysis of the availability. 

8. A system comprising: 
at least one processor; and 
a computer program product embodied on one or more 

computer-readable storage memory devices, the com­
puter program product configured to, responsive to 
execution by the at least one processor, perform a 
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method of supporting operation of a plurality of distrib­
uted computing resources interconnected by a commu­
nication network, the method comprising: 
receiving information indicative of availability of at 

least some resources of the communication network, 
the information being in a supply format; 

generating a mapping of available resources of the at 
least some resources; 

translating at least some of the received information 
from the supply format to a target format usable by at 

10 
least one of the distributed computing resources; 

translating the mapping to the target format; and 
providing at least some of the translated information in 

the target format and the translated mapping to the at 
least one of the distributed computing resources to 
enable analysis of availability of at least some 15 

resources of the communication network by the at 
least one of the distributed communications 
resources. 

8 
logic operating to receive information indicative of avail­

ability of at least some resources of the communication 
network, the information being in a supply format; 

logic operating to generate a mapping of available 
resources of the at least some resources; 

logic operating to translate at least some of the received 
information from the supply format to a target format 
usable by at least one of the distributed computing 
resources; 

logic operating to translate the mapping to the target for­
mat; and 

logic operating to provide at least some of the translated 
information in the target format and the translated map­
ping to the at least one of the distributed computing 
resources to enable analysis of availability of at least 
some resources of the communication network by the at 
least one of the distributed communications resources. 

16. The computer program product of claim 15 further 9. The system of claim 8, wherein receiving the informa­
tion indicative of availability of at least some resources fur­
ther comprises receiving the information periodically. 

20 configured to receive the information indicative of availabil­
ity of at least some resources periodically. 

10. The system of claim 8, the method further comprising: 
receiving at least one message from at least one of the 

distributed computing resources; 
processing the at least one received message to derive at 25 

least one command usable by at least one resource of the 
communication network; and 

providing the at least one command to the at least one 
resource of the communication network. 

11. The system of claim 10, wherein the receiving, trans- 30 
lating and providing information, and the receiving and pro­
cessing messages and providing commands derived from the 
messages are further configured to support two-way commu­
nications between the at least one computing resource and the 

17. The computer program product of claim 15 further 
comprising: 

logic operating to receive at least one message from at least 
one of the distributed computing resources; 

logic operating to process the at least one received message 
to derive at least one command usable by at least one 
resource of the communication network; and 

logic operating to provide the at least one command to the 
at least one resource of the communication network. 

18. The computer program product of claim 17 wherein the 
logic operating to receive, translate and provide information, 
and the logic operating to receive and process messages and 
provide commands derived from the messages is further con-at least one resource of the communication network. 

12. The system of claim 11, wherein the two-way commu-
nications support at least one of: 

bandwidth negotiation; 
bandwidth allocation; 
bandwidth agreement; 

35 figured to support two-way communications between the at 
least one computing resource and the at least one resource of 
the communication network. 

status tracking; or 
information feedback. 
13. The system of claim 8, wherein the supply format 

comprises a Simple Network Management Protocol (SNMP). 

40 

14. The system of claim 8, the method further comprising: 45 
distributing portions of at least one task between at least 

some nodes of the communication network based, at 
least in part, on the analysis of the availability. 

15. A computer program product for supporting operation 
of a plurality of distributed computing resources intercon- 50 
nected by a communication network, the computer program 
product comprising: 

19. The computer program product of claim 18, wherein 
the two-way communications support at least one of: 

bandwidth negotiation; 
bandwidth allocation; 
bandwidth agreement; 
status tracking; or 
information feedback. 
20. The computer program product of claim 15 further 

comprising: 
logic operating to distribute portions of at least one task 

between at least some nodes of the communication net­
work based, at least in part, on the analysis of the avail­
ability. 

* * * * * 


