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(57) ABSTRACT 

A network element (NE) includes an intelligent interface (II) 
with its own operating environment rendering it active during 
the NE boot process, and with separate intelligence allowing 
it to take actions on the NE prior to, during, and after the boot 
process. The combination of independent operation and 
increased intelligence provides enhanced management 
opportunities to enable the NE to be controlled throughout the 
boot process and after completion of the boot process. For 
example, files may be uploaded to the NE before or during the 
boot process to restart the NE from a new software image. The 
II allows this downloading process to occur in parallel on 
multiple NEs from a centralized storage resource. Diagnostic 
checks may be run on the NE, and files, and MIB information, 
and other data may be transmitted from the II to enable a 
network manager to more effectively manage the NE. 
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METHOD AND APPARATUS FOR 
INTELLIGENT MANAGEMENT OF A 

NETWORK ELEMENT 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

[0001] This application is a continuation of U.S. patent 
application Ser. No.1 0/678,705, filed Oct. 3, 2003, and is also 
related to an application entitled Method And Apparatus For 
Interfacing External Resources With A Network Element, 
also filed Oct. 3, 2003, now U.S. Pat. No. 7,359,993, the 
content of each of which is hereby incorporated herein by 
reference. 

BACKGROUND OF THE INVENTION 

[0002] I. Field of the Invention 
[0003] The present invention relates to network elements 
and, more particularly, to a method and apparatus for intelli
gent management of a network element. 
[0004] 2. Description of the Related Art 
[0005] Data communication networks may include vari
ous, hubs, switches, routers, and other network devices, inter
connected and configured to handle data as it passes through 
the network. These devices will be referred to herein as "net
work elements." Data is communicated through the data com
munication network by passing data packets (or cells, frames, 
or segments) between the network elements by utilizing one 
or more cOllll11unication links. A particular packet may be 
handled by multiple network elements and cross multiple 
commnnication links as it travels between its source and its 
destination over the network. 
[0006] Network elements occasionally encOlmter failure 
due to a hardware problem or, more commonly, due to a 
problem with software that has been loaded onto the network 
element to enable the network element to perform advanced 
functions, such as switching, routing, filtering, and policing 
functions. The failure may be recoverable, i.e. may be one 
from which the network element may be restarted over the 
network. Certain instances of network element failure, how
ever, are not recoverable and may even require a new software 
image to be loaded onto the network element. Similarly, 
routine updates to increase the functionality or reliability of 
the network element may require a new software image to be 
loaded onto the network element. 
[0007] Conventional network elements contain a RS232 
interface, or an equivalent interface, to enable a network 
engineer or other person to interface a laptop computer to the 
network element. Where the interface to the network element 
is an RS232 interface operating at 9.6 Kilobits per second 
(Kb/s), uploading a new image to the network element may 
take a considerable amount of time, especially as software 
images used by network elements have become increasingly 
large to accommodate the enhanced functionality expected of 
modem network elements. Indeed, given the size of current 
software images, which sometimes exceed lOs of Mbytes, 
even where a RS232C port operating at 115 Kb/s is utilized, 
loading a new software image to the network element may 
take a considerable amount of time. 
[0008] More importantly, a standard RS232 or RS232C 
interface requires the network element to be operational 
before access to the network element may be obtained. Man
agement ofthe network element over a communications net
work, while faster than using a standard RS232 port, is like-
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wise generally impossible in the event of network device 
failure. For exanlple, where port 1 62/udp (or another network 
port) is used to enable a network element to be controlled 
using Simple Network Management Protocol (SNMP), net
work element failure generally renders the network element's 
Management Information Base (MIB) inaccessible. Simi
larly, an Ethernet port is generally not operable without a full 
TCP protocol stack. Where the network device is experienc
ing failure, it may not be possible to load a full TCP stack, thus 
rendering the Ethernet management port largely useless. TIllS 
prevents information associated with the failure from being 
accessible to the management station when it is needed 
most-during the failure. Accordingly, conventional ports 
Calmot in many situations help a network manager identifY 
and fix problems on network elements without rebooting the 
network element and trying to recreate or trace, after the fact, 
the cause of the fault. 

SUMMARY OF THE INVENTION 

[0009] The present invention overcomes these alld other 
drawbacks by providing a method and apparatus for intelli
gent management of a network element. According to an 
embodiment of the invention, a network element includes an 
intelligent interface that has its own microkernel to enable it 
to be active during the boot process before the network ele
ment has entered an operational state, and separate intelli
gence to enable it to take actions on the network element and 
interface with the network element prior to, during, and after 
the boot process. The combination of increased intelligence 
and independent operation provide enhanced management 
opportlmities to enable the network element to be controlled 
before and during the boot process, as well as after the boot 
process has completed and the network element has begun 
operations in a run time envirolll11ent. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0010] Aspects of the present invention are pointed out with 
particularity in the appended claims. The present invention is 
illustrated by way of example in the following drawings in 
which like references indicate similar elements. The follow
ing drawings disclose various embodiments of the present 
invention for purposes of illustration only and are not 
intended to limit the scope of the invention. For purposes of 
clarity, not every component may be labeled in every figure. 
In the figures: 
[0011] FIG. 1 is a functional block diagralll of all eXalllple 
of a communication network architecture; 

[0012] FIG. 2 is a block diagram of a rack containing net
work elements according to one embodiment of the inven
tion; 
[0013] FIG. 3 is a functional block diagram of several net
work elements cOlmected to both a data network and a man
agement network according to an embodiment of the inven
tion; 

[0014] FIG. 4 is a functional block diagralll of a network 
element containing an intelligent interface according to an 
embodiment of the invention; 
[0015] FIG. 5 is a functional block diagram of a network 
element containing all intelligent interface cOlmected to 
external resources according to an embodiment ofthe inven
tion; 
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[0016] FIG. 6 is a functional block diagram of a software 
environment that may be configured to nm on an intelligent 
interface according to an embodiment of the invention: and 
[0017] FIG. 7 is a functional block diagram of software that 
may be configured to implement a port interface module for 
use in the software environment of FIG. 6 according to an 
embodiment of the invention. 

DETAILED DESCRIPTION 

[0018] The following detailed description sets forth nnmer
ous specific details to provide a thorough understanding ofthe 
invention. Howcver, those skilled in the art will appreciate 
that the invention may be practiced without these specific 
details. In other instances, well-known methods, procedures, 
componcnts, protocols, algorithms, and circuits havc not 
been described in detail so as not to obscure the invention. 
[0019] As described in greater detail below, according to an 
embodiment of the invention, an intelligent interface for a 
network element includes a processing environment to enable 
the intelligent interface to boot with, or separately from, the 
network element. By providing an intelligent interface with 
the ability to boot separately from the network element, the 
intelligent interface may be made available during the boot 
process or where the network element is not capable of boot -
ing so that it can alter and monitor the boot process and to 
control the network element during the boot process. The 
intelligent interface may also be utilized to enhance the opera
tional capabilities of the network element by providing access 
to additional resources such as external storage, security ser
vices, and other external resources. 
[0020] Providing an intelligent interface with its own pro
cessing capability and an external commlmication port 
enables software to be uploaded to the network element dur
ing the boot process before restarting the network element, 
for example, with a new boot software image. Similarly, log 
files, Management Information Base (MIB) variables, and 
other data associated with the network element may be down
loaded through the intelligent interface to a network manager 
in order to more effectively manage the network element. 
[0021] The availability of the external port also makes it 
possible to nm diagnostic checks on the network element 
during the boot process. For example, a network administra
tor may nm traps or view variables indicative of actions being 
performed by the network element during the boot process. 
Providing the ability to view the boot process from an outside 
perspective may provide the network administrator with 
insight as to the likely source( s) of a problem that may be 
causing the network element to malfunction. 
[0022] The network element may be interfaced over the 
intelligent interface by a network engineer using a laptop 
computer. Alternatively, the network element may be con
nected over the intelligcnt interface to a scparate management 
network, which is not a part of the data transport network 
served by the network element. In this embodiment, it is 
possible to enhance management functionality by securing, 
or separating, the management traffic from data network traf
fic. This enhances network security since it prevents the net
work element from being controlled over the network by 
spurious instructions from unauthorized or unintentioned 
individuals. Further, separating the management function 
from thc data transport network cnables cnhanced manage
ment activities to take place. For example, c01111ecting net
work elements together in a management area network 
enables a software image to be loaded locally onto a central 
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image storage area. That image can then be retrieved, peri-
0dically or during the boot process, by the intelligent inter
face and used in the boot process of the network element. 
Accordingly, utilization of a separate management network 
facilitates deployment of new software images simulta
neously to multiple network elements through their intelli
gent interfaces. 
[0023] Additionally, while the network element is numing, 
a new software image may be downloaded to the network 
element and stored in the intelligent interface. Tllis new soft
ware image can then be used during a subsequent reboot to 
accelerate thc loading of a new software image onto the 
network element and minimize the down-time associated 
with perfonning the software image upgrade. By cOlmecting 
the intelligent interface with a central management console, a 
new software image may be upgraded to network elements 
throughout the network by loading the image on the network 
management console and instructing the management con
sole to transmit the new image to the c01111ected intelligent 
interfaces, or instructing the intelligent interfaces to request a 
ncw image from thc management consolc. 
[0024J In the intelligent interface, a separate processing 
environment enables the intelligent interface to take actions 
on the network element before, during, and after the network 
element has become fully active. This enables the intelligent 
interface to store infonnation for use by the network element 
and to control the network element. This also enables the 
intelligent interface to look at the internal configuration of the 
network element more closely to provide insight into how the 
network element is perfoTIning under normal operating con
ditions, which might be significantly different than how the 
network element performed in simulated setups in the labo
ratory during development. Using an intelligent interface 
enabled to act on its own, and with enough speed to COlllinu
nicate with a central management system enables real-time 
debugging and may result in better performance and new 
enhancements. 
[0025] The intelligent interface of the network element in 
addition to being useful in comlection with and during the 
boot process, may also be utilized during nm-time to enhance 
the features ofthe network element. For example, the intelli
gent interface may serve as an interface to external storage, 
central logging facilities, security services, and many other 
external resources. 
[0026] Network elements that are provided with storage 
facilities generally utilize a relatively low voltune storage 
facility, such as a Personal Computer Memory Card Interna
tionalAssociation (PCMCIA)-based storage card. Some lligh 
end network elements also include built -in hard disc storage 
facilities. By enabling the intelligent interface to provide 
access to external storage, additional storage resources can be 
made accessible to the network element. The external storage 
may be any commercially available conventional USB-based 
storage solution. The extra storage can help the network ele
ment maintain alternate software images and configuration 
files, nmtime log files, local statistics collection infonnation, 
and many other types of infonnation. 
[0027] One recent trend is to maintain logs sufficient to 
trace whether a particular packet has been handled by a net
work element. Although hash functions and other compres
sion tcchniques are used to maintain rccords of which packets 
have been handled by the network element, the sheer number 
of packets handled by a network element necessitates the 
network element to have access to a large capacity storage 
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resource. Enabling the intelligent interface to transmit log 
information via its external storage port enables much of this 
data, which generally will not be used by the network element 
once created, to be exported to mass external storage solu
tions. 
[0028] Another protocol that requires significant storage 
capabilities is Remote MONitoring (RMON) which is an 
extension to SNMP that enables alanns to be generated based 
on statistical analysis of traffic conditions, including specific 
types of errors. RMON 2 can also monitor the kinds of appli
cation traffic that flow through the network. Due to the com
prehensiveness of the capabilities of RMON, the storage 
requirements can get quite intensive. Providing external stor
age, through the intelligent interface, enables enhanced 
RMON monitoring to take place. Additionally, the alarnl and 
statistics monitoring can take place external to the network 
element to further simplifY the software image required on the 
network element. 
[0029] According to one embodiment of the invention, the 
intelligent interface may serve as an interface to external 
resources during the run-time of the network element. For 
example, the intelligent interface may serve as an interface to 
external data storage so that additional storage may be pro
vided to the network element when the port is not in use as a 
management interface. In this embodiment, the intelligent 
interface may be made to look like a standard memory 
resource to the network element, even though it is in actuality 
an access to an external memory resource. This enables exter
nal storage, such as a disc or an array of discs, to be used to 
supplement the standard flash memory resident in many net
work elements. Optionally, several network elements may be 
connected via the intelligent interface to a common storage 
facility, a resources area network, or to a storage area net
work. 
[0030] According to another embodiment of the invention, 
the intelligent interface may also be used to log events occur
ring during runtime, at a network outage, or while the network 
element is being interfaced in a management context. Typi
cally, network events are logged by transferring infonnation 
over the network. When the network is down, it may not be 
possible to log events through TCP transmissions. Addition
ally, the small amonnt of memory resident in a conventional 
network element that has been allocated to logging events 
may be insufficient, thus providing a potential security lapse 
and limiting the usefulness of the logging facility. Utilizing 
the intelligent interface to log events during runtime or during 
a network outage enhances the security of the network ele
ments by allowing greater numbers of events to be logged and 
by disassociating logging from the status of the conUllunica
tions network on the network element is designed to operate. 
Additionally, where the intelligent interface is connected to a 
management area network or a resources network, since the 
intelligent interface is active and transmitting infonnation on 
a network other than the network that is experiencing a fail
ure, the log may be made available during network outages. 
[0031] Enabling enhanced security is also important for a 
network element. Current security mechanisms generally 
involve a password, SNMP access string, Remote Authenti
cation Dial In User Service (RADIUS )-based access mecha
nisms, or the use of Rivest-Shamir-Adleman (RSA)-based 
access mechanisms available from commercial vendors such 
as RSA security. By providing an intelligent interface, it is 
possible to interface these or other enhanced security services 
to the network element, such as biometric or token-based 
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security services. This also allows security functionality to be 
offioaded from the network element to another device or to 
the intelligent interface itself, so that the resources of the 
network element may be more fully utilized to perform net
work switching and routing functions. Other functions such 
as interaction with external environment sensor monitors, e.g. 
fire sensors, for initiating a disaster recovery operation pre
emptively and intelligently may be performed as well, and the 
invention is not limited to an intelligent interface configured 
to implement only the above-described fUllctions. 

[0032] The physical interface of the external port of the 
intelligent interface, in one embodiment, is designed to be 
considerably faster than a standard RS232 port, to facilitate 
downloading larger software images to the network element 
and transferring larger volumes of data from the network 
element. For example, the physical interface may be based on 
one of the Universal Serial Bus (USB) standards, such as USB 
1.0 configured to operate at 1.5 Megabits per second (Mb/s), 
USB 1.1 configured to operate at 12 Mb/s, or USB 2.0 con
figured to operate at 480 Mb/s. The invention is not limited to 
implementation of one of these three USB standards, how
ever, as other data transfer rates may be used as well, espe
cially as technology develops. 

[0033] The intelligent interface may include independent 
memory to further enhance the capabilities of the intelligent 
interface by enabling information such as a new software 
image to be stored in the intelligent interface. Storing a new 
software image in the independent memory subsystem of the 
intelligent interface allows an updated image or a backup (last 
known good image) to be stored and utilized in the event of a 
corruption in the main software image in use on the network 
element. The memory subsystem of the intelligent interface 
may be used during rnn-time to catch and store state infor
mation associated with flows being handled by the network 
element, to catch and store a back -up software image for use 
in the event that there is an error encountered by the network 
element, or to store many other pieces of infornlation down
loaded to the network element or generated by the network 
element. For example, the memory subsystem may store a 
copy of the Management Infonnation Base (MIB) to make a 
history ofMIB variables available in a run-time environment, 
as well as making the MIB available for inspection in the 
event of a network element failure. 

[0034] The intelligent interface may include its own source 
of power, such as a battery, fuel cell, or other electric power 
supply, to enable it to be used in situations where power is not 
available from the network element. For example, it may be 
desirable to be able to load software onto the network ele
ment, store the software in Random Access Memory (which 
requires power to maintain its content) and then install the 
network element on the conUllnnications network. Providing 
an independent source of power enables the software to be 
loaded and stored on the network element before the network 
element is plugged into a power supply or booted, and hence 
a software image may be pre-loaded on the network element. 
It also enhances the Hot -standby and fail-over recovery fnnc
tions as it enables infonnation stored in the network element 
to be retrieved after a power failure, which could otherwise 
cause the network element to lose infonnation such as state 
information associated with services being provided by the 
network element, and management infonnation stored in the 
network element's MIB. Maintaining the state infornlation 
may allow the network device to be brought up more quickly 
after a power failure, and may enable the cOlmections ser-
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viced by the network device to be more quickly restored once 
the network device is brought into an operational condition. 
Additionally, where the network element has a corrupted 
image and is unable to boot, providing a separate power 
supply enables the software image to be corrected or replaced 
even where, for example, it would otherwise be impossible to 
access the software image since the network element will not 
allow the network processor to be supplied with power. 
[0035] FIG. 1 illustrates a simplified example of a connl1U
nication network 10. As illustrated in FIG. 1, subscribers 12 
access the network 10 by interfacing with a network element 
such as an edge router 14 or other constructtypically operated 
by an entity such as an internet service provider, telephone 
company, or other cOlmectivity provider. The edge router 
collects traffic from the subscribers and multiplexes the traffic 
onto thc network backbone, which includcs multiplc routers/ 
switches 16 connected together. Through an appropriate use 
of protocols and exchanges, data may be exchanged with 
other subscribers or resources may be accessed and passed to 
the subscribers 12. 
[0036] Often, a nctwork providcr will maintain a ccntral 
office or other processing facility in which multiple network 
clements are houscd togcther in a rack. FIG. 2 illustratcs one 
embodiment of a rack that may be used to house several 
network elements. As shown in FIG. 2, a rack 20 is typically 
configured with mounting strips 22 on either side such that 
mUltiple network elements 24 may be housed in the rack 20. 
By vertically stacking network elements 24 in this manner, it 
is possible to increase the number of network elements 24 that 
may be houscd in a givcn room whilc optionally cnabling 
shared power distribution and other sundry benefits. The 
physical proximity of network elements according to an 
embodiment of the invention provides an opportlmity to cre
ate a management area network or resources network as 
described in greater detail below. The network elements may 
be edge routers 14, router/servers 16. or other network ele
ments configured to operate or pcrfornl spccific functions on 
the commUllications network 10. 
[0037] FIG. 3 illustrates an example of a resources/man
agement area network intercounecting network elements 
with shared external resources such as storage resources or a 
management station. The shared external resources may be 
contained in the rack 20, or maintained in another convenient 
location. The network elements are also cOl1llected to a data 
network configured to handle traffic passing through the net
work elements and the router/switch. As shown in FIG. 3. 
edge routers 14, or other network elements, may be COl1llected 
to two networks. Specifically, a s shown in FI G. 3, the network 
elements may be counected through data ports 26 to one or 
more network elements configured to operate in a data com
munications network 10, and may be cOl1llected through intel
ligent interfaces 28 to shared external resources 30 over a 
network 32. In the embodiment illustrated in FIG. 3 the net
work 32 involves point-point connections between the shared 
external resources 30 and the managed network elements 14. 
The invention is not limited to this embodiment as the net
work 32 may be more extensive, itself involving network 
elements configured to switch/route traffic. The shared exter
nal resources may be an external memory, security device, a 
management station, or any combination of these and other 
external resources. 
[0038] FIG. 4 illustrates one example of a network element. 
In the embodimcnt of FIG. 4, packets are rcceived at the 
MAC/PHYsical interface 40, assembled, and passed to a net-
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work processor 42. The network element may have multiple 
network processors as shown, or a single network processor 
depending on its design. The invention is not limited to any 
particularly configured network element. The network pro
cessor 42 perfol1lls various operations on the packets. such as 
filtering, and policing, and makes forwarding/switching deci
sions based on the header inforn13tion contained in the 
packct. The packets are thcn passed to the switch fabric inter
face 44 and through the switch fabric 46 which directs the 
packets within the network element so that they can subse
quently exit the network element via an appropriate MAC/ 
PHY interface. Optionally, the packets may be sent back 
through the network processor 42 a second time to enable the 
network element to perfol1ll additional operations on the 
packcts, such as queuing, disassembly, and othcr standard 
operations. 
[0039] The network processors contain control logic 48 
configured to enable the network processors to implement a 
processing environment, execute instructions to process 
packets flowing through the network element, and otherwise 
to enable the network element to perfol1ll fUllctions required 
of it to communicate on the network. The instructions asso
ciated with the separate processing environment and to be 
executed by the network element typically are contained in a 
software image resident in a memory subsystem 50 on the 
network element. 
[0040] The control logic 48 may be implcmented, as 
shown, as a set of program instructions that are stored in a 
computcr rcadablc mcmory 50 within thc nctwork clemcnt 
and executed on a microprocessor within the network ele
ment. However, it will be apparent to a skilled artisan that all 
logic described herein can be embodied using discrete com
ponents, integrated circuitry, programmable logic used in 
conjunction with a programmable logic device such as a Field 
Programmable Gate Array (FPG A) or microprocessor, or any 
othcr dcvice including any combination thcreof. Program
mable logic can be fixed temporarily or permanently in a 
tangiblc medium such as a read-only memory chip, a com
puter memory, a disk, or other storage mediUlll. Program
mable logic can also be fixed in a computer data sigual 
embodied in a carrier wave, allowing the progrannnable logic 
to be transmitted over an interface such as a computer bus or 
communication network. All such cmbodiments are intended 
to fall within the scope of the present invention. 
[0041] According to an cmbodimcnt of thc invention, 311 

intelligent interface 52 is provided to enhance the function
ality of the network element while allowing increased man
agement opportunities. As described in greater detail below, 
the management interface according to one embodiment of 
the invention includes a USB port to enable high-rate data 
transfers between the network element and external 
rcsourccs. According to another embodiment, thc intclligcnt 
interface includes its own processing environment having an 
indcpendent kcrncl to enablc it to be active cvcn whcn therc is 
a failure associated with one or more of the network proces
sors in the network element. According to yet another 
embodiment, the intelligent interface is configured to allow 
the network processor to have access to external resources as 
though included in the network element. Thus, according to 
this embodiment, peripheral resources such as security mod
ules, storage, and managcmcnt consoles, may be accessed 
directly by the network processors through the intelligent 
interfacc. Thc invcntion is not limitcd to thesc particular uses 
of the intelligent interface. 
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[0042] FIG. 5 illustrates one example of a network element 
including an intelligent interface according to an embodiment 
of the invention. As shown in FIG. 5, an intelligent interface 
according to an embodiment ofthe invention includes exter
nal ports 54 configured to interface with external resources 
56. In one embodiment, the external ports 54 are compliant 
with one of the Universal Serial Bus (USB) standards, such as 
USB 1.0, USB 1.1, USB 2.0, or USB 2.1, although the inven
tion is not limited to this embodiment. 
[0043] The intelligent interface also includes internal ports 
58. The internal ports may simply be comlections to an inter
nal bus in the network element, a network element manage
ment bus, or another internal connection that may be used to 
communicate with components internal to the network ele
ment. According to one embodiment of the invention, the 
internal ports are configured to enable the intelligent interface 
to be connected to a standard PCI bus. In this embodiment, the 
intelligent interface may be configured as a module based 
system that can be readily plugged into an existing system, 
either on the backplane or as a piggyback connection on any 
PCI-based switch fabric/CPU card. The invention is not lim
ited to an intelligent interface configured to interface with a 
PCI bus, however, as the intelligent interface may be config
ured to interface with any internal data transfer structure/ 
hierarchy. 
[0044] The internal ports connect the intelligent interface 
intelligence to the network element's internal CPU/configu
ration management subsystem to enable new software images 
to be implemented on the network element. The internal ports 
also enable the intelligent interface to receive statistics from 
and monitor information from different network element sub
systems. 
[0045] A processor 60 containing control logic 62 is pro
vided to enable the intelligent interface to implement a pro
cessing envirolllllent and execute instructions independent of 
the processing enviromnent of the network element. The pro
cessor 60 and attendant kernel and software subsystems are 
described in greater detail below in comlection with FIGS. 
6-7. Enabling the intelligent interface to execute instructions 
independently in its own operational envirolllllent enables the 
intelligent interface to be active when the network element is 
not able to assume an active state, such as in the event of a 
serious failure or before the network element has been 
booted. 
[0046] The intelligent interface also includes a memory 64 
to enable it to store information independent of the main 
memory subsystem 50 of the network element. Providing a 
memory 64 in the intelligent interface 52 enables the intelli
gent interface to store information, such as logging informa
tion, provided by the network element prior to transmission to 
a management station. Additionally, as discussed above, the 
memory may be used to store new software for execution by 
the network element. By storing new software files or a com
plete new software image in the intelligent interface memory 
subsystem, and interfacing with the network processor 42 
over the internal port 58, the intelligent interface may cause 
the network element to boot from a new software image 
without requiring the network element to first activate its 
memory subsystem. 
[0047] In one embodiment, the internal port 58 comlects the 
intelligent interface to the network element internal memory 
management subsystem 50, and contains kernel supported 
intelligent logic to mount an internal 64 or external 66 
memory resource and interface it with the network element's 
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memory management unit 50 to make the external memory 
resource 66 or intelligent interface memory resource 64 
appear as a local memory resource to the network element. 
[0048] As discussed above, the management interface 
optionally may include a battery 68, fuel cell, capacitor bank, 
or other source of independent power to enable the manage
ment interface to be operational before power is supplied to 
the network element, or in the event of a power outage or 
shortage. 
[0049] The external ports may be connected directly, or 
through a bridge 70, to one or more external resources. As 
shown in FIG. 5 and as discussed above, the intelligent inter
face may be comlected to external storage 66, an external 
security device 72, an external logging facility 74, a multiport 
network element management hub 76, or other peripheral 
resources or management resources. Optionally, the USB 
port may include a built-in bridge or multiple physical inter
faces to enable it to support any mmlber of external resources, 
such as USB storage sticks, biometric sensors, management 
stations, etc. Each of these resources enables the functionality 
of the network element to be increased, without requiring the 
network element to be modified. Accordingly, the network 
element is able to interface with peripherals through the intel
ligent interface to offer increased flmctionality without 
requiring the network element to contain dedicated circuitry 
configured to perfornl the desired functionality. While four 
external resources have been shown in FIG. 5, the invention is 
not limited to any particular number of external resources or 
set of external resources. 
[0050] FIG. 6, illustrates a software environment config
ured to be instantiated on the intelligent interface ofFIGS. 4 
and 5 according to an embodiment of the invention. In the 
embodiment illustrated in FIG. 6, the software envirolllllent 
includes a microkernel supporting a software module referred 
to herein as a port interface module, which is described in 
greater detail below in connection with FIG. 7, and three 
primary software subsystems: a resource virtualizer 92, a file 
system manager 94, and a network element management 
interface 96. The invention is not limited to an embodiment 
that implements this particular selection of software sub
systems. 
[0051] The resource virtualizer 92, in this embodiment, is 
responsible for memory and storage resource virtualization, 
which makes intelligent interface memory resources 64 and 
external memory resources 66 appear to be local resources to 
the rest ofthe network element. Where the storage is a locally 
attached resource, and the network element is providing mul
tiple services for multiple subscribers, the resource virtual
izer may be configured to partition the storage resources to 
make the storage resource appear as a dedicated resource to 
each subscriber or group of subscribers. The ability to make 
the resource appear as dedicated to each customer prevents 
one customer from having access to another customer's data, 
thereby enhancing security and enabling the network element 
to provide enhanced Virtual Private Network (VPN) services. 
[0052] The filesystem manager 94 is a subsystem that is 
configured to perfoml resources management. The filesystem 
manager 94 works below the resources virtualizer and is 
responsible for administering the local or remotely connected 
storage resources. The filesystem manager subsystem also 
provides added security features to prevent spurious, unau
thorized resource access. 
[0053] The network element management interface sub
system 96 enables the network element to be effectively inte-
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grated with the core network element management software. 
This enables the intelligent interface to be utilized to provide 
extra resources to the management software and participate in 
management functions, such as uploading new software 
images, maintaining log files, accessing MIB information, 
and other management functions as described in greater detail 
above. 
[0054] FIG. 7 illustrates one example of software that may 
be configured to implement a port interface module that may 
be us cd in conncction with thc intelligcnt interfacc according 
to embodiments of the invention. In the illustrated embodi
ment' the port interface module includes a USB interface 
stack 82, a security subsystem 84, a health monitor 86, a 
configuration engine 88, and a stack to interface with the 
network element bus or communications subsystems 90. The 
port interface module executes in an operational enviromnent 
supportcd by a micro kernel instantiatcd on a processor, such 
as the processor 60 of FIG. 5. The other subsystems config
ured to operate in thc operational enviromnent arc describcd 
above in greater detail in connection with FIG. 6. 
[0055] As shown in FIG. 7, the health monitor 86 connects 
to the network element bus through the internal bus interface 
stack 90 and monitors the health of thc nctwork elcmcnt. This 
module is responsible for intelligent health checks and status 
gathering of all the vital signs of a network element. The 
health monitor provides an interface for customizing the 
parameters of users' interests that need monitoring. This 
module is also responsible for archiving and reporting back 
any alarm conditions. 
[0056] The configuration engine 88 interfaces with the net
work element bus through the internal bus interface stack 90 
and enables the intelligent interface to take corrective action 
on the network element on demand or when the health moni
tor indicates that corrective action is warranted. This module 
provides an always available access to the network element 
configuration to correct or to roll out important configuration 
changes. Configuration changes may be intelligent to make 
configuration parameters active/non-active based on different 
preset conditions. 
[0057] The health monitor 86 and configuration engine 88 
are integrated tightly with a security subsystem 84 so that 
information cannot be transmitted from the health monitor 
and instructions Calmot be issued to the configuration engine 
without first causing the attempted transaction to pass 
through the security subsystem. 
[0058] In the embodiment of the invention shown in FIG. 6, 
the security subsystem 84 is provided to prevent unintended 
action from being taken on the network element through the 
intelligent interface. The security subsystem may require 
interaction with an external security peripheral, or may access 
information resident in the intelligent interface memory sub
systems 64, 66 to ascertain if an attempt to access the network 
element through the intelligent interface is authorized, the 
entity attempting to access is authenticated, and to maintain 
an account of the type of access that was attempted al1dior 
granted. 
[0059] The nctwork elcmcnt bus interface 90 may be con
figured to include a protocol stack to enable the intelligent 
interface to interface with a PCI bus or backplane, Small 
Computer System Interface (SCSI) bus or backplane, or any 
other standard buslbackplane technology. 
[0060] The USB interface (I/F) stack is provided to enable 
the intelligent intcrface to cxchangc information over an 
external USB port. The universal I/F stack subsystem pro-
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vides a transparent I/F layer to the physical I/F mechanisms. 
Although this invention has been described in com1ection 
with implementing one of the USB protocols, the I/F stack 
may also implement several different protocols, depending 
on the type of external port, the type of connnunication being 
attempted over the external port, and the nature of the data to 
be transmitted over the external port. For example, in other 
cmbodiments thc extcrnal physical port may implement onc 
of the 802.11 protocols, Firewire, Bluetooth, or any number 
of other physical layer transmission protocols. 
[0061] It should be understood that various changes and 
modifications of the embodiments shown in the drawings and 
described in the specification may be made within the spirit 
and scope of the present invention. Accordingly, it is intended 
that all matter contained in the above description and shown 
in the accompanying drawings be interpreted in an illustrative 
and not in a limiting sense. The invention is limited only as 
defined in the following claims and the equivalents thereto. 

What is claimed is: 
1-22. (canceled) 
23. A data switch, comprising: 
a plurality of interfaces, at least one network processor, and 

a switch fabric configured to enable the interfaces to 
receive data from the network, to enable the network 
processor to process the received data, and to enable the 
switch fabric to switch the packets between the inter
faces and output at least some of the packets onto the 
network; al1d 

an external device interface operable to comlect at least one 
processor of the data switch to a device external to the 
data switch. 

24. A data switch as defined in claim 23, wherein the 
external device interface is operable according to at least one 
Universal Serial Bus (USB) standard. 

25. A data switch as dcfincd in claim 23, whercin thc 
external device interface is operable to receive data from an 
external device cOlmected to the external device interface and 
to process the received data to control operation of the data 
switch. 

26. A data switch as defined in claim 25, wherein the 
external device interface is operable to receive data from all 
external device com1ected to the external device interface to 
boot the data switch. 

27. A data switch as defined in claim 25, wherein the 
external device interface is operable to receive data from an 
external device cOlmected to the external device interface to 
configure the data switch. 

28. A data switch as defined in claim 23, wherein the 
external device interface is operable to transmit data charac
terizing operation of the data switch to an external device 
connected to the external device interface. 

29. A data switch as defined in claim 28, wherein the 
external device interface is operable to transmit data compris
ing at least one of Management Information Base values, 
logging information, and operational parameters. 

30. A data switch as defined in claim 23, wherein the 
cxternal device interfacc is opcrable to rcceivc and transmit 
data to enable diagnostic checks to be run on the data switch. 

31. A data switch as dcfincd in claim 23, operablc as a 
router, wherein the at least one network processor is operable 
to format data rcceived from the nctworks into packets. 

32. A management interface for a data switch, the data 
switch comprising a plurality of interfaces, at least one net
work processor and a switch fabric and being operable to 
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receive data from a network switch the data between the 
interfaces, and output data onto the network, the management 
interface comprising: 

at least one USB port distinct from the plurality of inter
faces and implementing a Universal Serial Bus (USB) 
standard; 

at least one management interface processor operable to 
receive data on the USB port and to process the received 
data. 

33. A management interface as defined in claim 32, 
wherein the management interface processor is operable to 
receive and upload files to the data switch. 

34. A management interface as defined in claim 33, 
wherein the management interface processor is operable to 
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upload and store a new software image, and to cause the data 
switch to be restarted from the new software image. 

35. A management interface as defined in claim 32, 
wherein the management interface processor is operable to 
transmit data characterizing operation of the data switch to an 
extemalmanagement device. 

36. A management interface as defmed in claim 32, 
wherein the management interface processor is operable to 
perform diagnostic tests on the data switch. 

37. A management interface as defined in claim 32, com
prising a Universal Serial Bus (USB) stack operable to enable 
the management interface processor to communicate over the 
USB port using at least one USB standard. 

* * * * * 
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