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1 
ROUTING ARCHITECTURE INCLUDING A 

COMPUTE PLANE CONFIGURED FOR 
HIGH-SPEED PROCESSING OF PACKETS 

TO PROVIDE APPLICATION LAYER 
SUPPORT 

This claims the benefit of 
cation No. filed Oct. 11, 2000, 
PUTATION IN NETWORK DEVICES, and related 

Ser. No. filed Dec. 13,2000, entitled ]() 
DISTRIBUTED COMPUTATION IN NEIWORK 
DEVICES and Ser. No. 091736,674, filed Dec. 13, 2000, 
entitled SERVICE BASED ROUTING, the disclosures of 

are herein reference in their 

FIELD OF THE INVENTION 

The present invention relates to 
in a network, and in ",,,,,,,.u,,,,, 

level 

final 

SUMMARY OF THE INVENTION 60 

65 

2 

The forward 

n""t >'n~ address, to the compute 
or to the control to facilitate control or 

present invention lIlay be in any nUlIlber of net-
traditional routers and media gate-

over or 

annn,C13Ie the scope of the 
present invention and realize additional aspects thereof after 

the detailed of the nr,'TPru'rl 

with the 'l(',nn,nCl 

BRIEF DESCRIPTION OF THE DRAWING 
FIGURES 

cessed within the forward 
FIG. 1. 

FI G. 3 illustrates the 
cessed the compute 
FIG. l. 

of pro-
of the architecture shown in 

directed 

nrt°.1 prrp.(1 emlJOlnllleIll of the present 
invention. 



3 
FIG. 5 is a flow 

ment of the present invention. 
FIG.6 block schematic of 

node the present invention. 

DETAILED DESCRIPTION OF lHE 
PREFERRED EMBODIMENTS 

addressed herein. 

flow for 

and fall within the scope of this disclosure 
the O,',Y"'lnOnV1fl0 claims. 

The embodiments forth below represent the necessary 
information to enable those skilled in the art the 
invention and ill ustrate the best mode of 
invention. With reference to FIG. 1, a 
illustrated and referenced as 10. The 
10 is divided into three 

12, 

determine where to send each 
need to be forwarded on toward their 

destination, to the control 12, or to the compute 
14. 

information in one or more headers of the 
As (jp,nw!p.(j 

4 

H"f'H~W'vH''vU m a 
Various types of multimedia 

pVC,.'"L'"'v, alone in combination with other 

of hardware or software 
rules. These filters execute actions Sp(:ClIleo 

a defined filter on 
combinations of ficlds in the machine address, IP address, 
and transport headers. The filters may also be 

The I1Iter 

pnlCc:sSlll1g lS 



5 
of IP header 

In the present invention, all control 
such as tables 
Internet Control 

accommodated 
the network API 24, 
number of services. The 

contained within the forward 

the scope of the present inven-
tion. 

for differential services. 
with proper 

"soft state" in the routers, 
receiver-controlled reservation requests, flexible control 

and 

6 

]() 

60 

65 

for 
the 



7 
14 
14 

one compute 
processors These compute processors 36 will 
include or be to carry out select processes, mles or 
functions 38. Further, the compute processors 36 may stand 
alone or be controlled in host processor 40. 

nrr)(·f'~~.nr 40 is associated sufficient 
the necessary data and instmctions 
Pfl)CI~S,;or 40 may also be associated 

module which may store various types of 
pn)C(!s,,;or functions used to the function 

of the compute of the 
host processor 40 is not 
compute processors 36 arc 

In all effort 

components; network processors; or combination thereof. 
each compute processor 36 include a pro-

cessor and an FPGA or ASIC to maximize 

8 

not 
14. The forward processor 

network interface 52, which is 
p ,","'0 ,-" " H'.UCOU network and 

The network interface 52 may be any type of network 
interface, 10 Base T, 100 Base T, 
Ethernet interface. A'S the necessary volume 

30 of handled the node 10, the forward 
cards, all of which interface 

" .... ".l'HHl .... 26. These cards lIlay include 
their own forward processors 48 and network interfaces 52. 
Further, the compute 14 may be 

cards in a fashion similar to that UIOpII.l<OU 

forward 16. 
As with the compute processors 36 in the cOlIlpute 

14, the forward processors 48 
40 As such, the forward 48 is also an 

ASIC, FPGA, DSP device, processor, or combina-
tion thereof. with the compute processors 36, 
the forvvard processors 48 in the sense 
that the rules 50 
rations are 
sors 36 and the forward processors 48 are nn"HYir:lrnm 

can be under the control of the control 
12. 

The processor facilitates 60 

of FPGA or ASIC, while the FPGA or 
ASIC processes the the compute processor 
36 is a name for anyone or combination of hard-

of the 
65 

stream and forward 
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L4 and the type B on 

destination. 
Those skilled in the art will 

node 10 of the 

like or different networks. 

invention 

L"'J""H'vHl'" and modifications are con
within the scope of the concepts disclosed herein and 

the claims that 

and the forward 
least one header 

node of claim 1 wherein the compute 
of compute processors to pro-
level on the second 

plC' ...... '''HHF; is distributed among 

wherein the control 
del1ne the 

network 

1 wherein: 
includes network interface associ

of forward pre.ce,;sors 

node of claim 14 wherein the eompute 
further includes host processor associated with each 

of compute processors and 
rules the 

for each of the of com pute processors. 
node of claim 14 wherein the forward 

network. 

network inter
communication over 



L8. The node of claim 1 wherein the node 
is a media gateway and the forward is with 

network interface to facilitate communications between at 
least two networks. 

19. A 
node H"~m'"uu'M 

over a network toward 
nation based on rules. 

20. The architecture of claim 19 further IY)lllnlrJ"_ 

from the compute 

architecture of claim 19 wherein the 
least one header in the 

b) means for p"' ...... ~~lU~ 
cation level to create nnw"",,,",, 

the 
destina-

tion. 

apIJu"aU.VH data carried in 
60 

65 

,-u,,,,,,uu.W," the router; 

b) to process content contained 
pU'~'tl'VH p,C' ...... ~~lH~to 

process and forward the the basic 

network toward a destination; 

b) in the compute 
nnwP'""n" on the second 

and 

create the 
34. The method of claim 29 wherein the second 

of 

35. The method of claim 29 further IY)lnnn", 

and 

rules 
and 

the 



36. The method of claim 35 further ,"u '"'I"uo,w;", m the 
control certain of the tnc'mo, rd, for the 
forward 

37. The method of claim 29 further ,",UlHl"i',W!S, 

forward headers the to 

of the first facilitate inrw",rrh 

toward the de~;tmlallIDn. 
over the network 


