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1 Overview

Current network devices enable conredivity between end systems given a set of protocol
software bunded with venda hardware. It isimpassble for customers to add software
functionality running locdly ontop d network devices to augment vendar software. Our
visionisto open network devices 9 that customized software can be downloaded,
allowing for more flexibilit y and with afocus on industry and customer speafic
solutions. This brings considerable value to the austomer.

We have chosen to use Java becaise we can reuse its saurity mechanism and
dynamicaly download software. We can isolate the Java VM and davnloaded Java
programs from the core router functionality.

We implemented Java Virtual Machines (JVMs) onafamily of network devices,
implemented an Open Services framework, and developed an SNMP MIB APl anda
Network APl uponwhich we can demonstate the value of opennessand programmability
of network devices.

2 Open Network Services

2.1 New Programmable Paradigm

We ae entering anew erawhere servers, switches, and routers are participating in
applicaions. The IEEE P1520remgnized the neal for a software infrastructure for
programming networks and hes initi atives which propose standard APIs to networking
devices. [28-29].

Programmable network techndogy all ows dynamic downloading of software programs to
network devices and moving intelli genceto these devices. Downloading software
enables customized application level computational interconredivity between servers
and retwork devices as well as among network devices. Programmable networks isan
enabling tecdhndogy for a new type of distributed appli cations that are not technicaly
possble today.
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2.2 PC-ifications of Programmable Devices

In network devices like switches and routers, the software and the hardware ae bunded
and nd openly programmable. We have aeded an Open Service Architedure that all ows
dynamic downloading of programs to theses devices.

Our visionisthat network devices will be open like software for PCs. For example, we
buy software and herdware for PCs from different vendars, and then we install and
customize the software on the mmputer. Network devices like switches and routers are
also computers of adifferent type. We haveimplemented programmability
charaderistics on these types of computers like the PCs 9 that additional functionality
can be provided to these devices.

2.3 Enabling Technology

Now, we ae aleto seaurely download and run Java gopli cations on network devices.
We can dstribute the intelli genceto network devices for close-loopinteradion onthe
nodes. This al ows for new types of applicaions that were not possble until now becaise
of scaability isues.

We have implemented techndogy that allows for a dassof downloadable gplicaions
which are nat bunded with the vendar hardware including enhanced multi cast services,
applicaion level filtering, and mobil &intelli gent agents [4] [13] [17]. The platform
suppats the Active Networking reference achitedure uponwhich multiple non
interfering Exeaution Environments can run concurrently [2-7] [9] [12] [14-18] [25].
Operating systems for computers have recently been developed to all ow user
customization d services and pdicies. Exokernel[1]] and Spin[8] provide new kernel
architedures to suppat safety and extensibility.

2.4  Static Agent vs. Dynamic Agents

Usually, we ae managing network devicesvia “get” and“set”, as static requests to
SNMP agents. Having a dynamic agent on the device opens usto a new set of
applicaions. Instead of external SNMP requests, we can dowvnload software that use
SNMP cdlsvia a internal deviceloop.

The diredionisto open network devicesto 3¢ party developers. To fadlit ate this, we
have aeaed an Open Service Interfacd26] using Java with additional seaurity
mechanisms. Theinterfaceopens the network devicesto 3¢ party vendars and all ow
other domain expertsto add value to network devices.

Java has taken the computer world by storm. However, it ismainly used by client sand

servers for browser and businessappli cations. Until now, Javadid na run onthe network
devices.
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2.5 New type of Applications

We can add value to network infrastructure by all owing tight code interadion between
businessappli caions and retwork devices. Thisnew paradigm all ows a new type of
distributed appli cations between servers and swiches/routers. All softwarein the
applicaions can be dynamicdly loaded onto the servers and retwork devices.

2.6 Domain Experts

Domain experts that work closely with customers know the problems the austomer faces
and may bring ideas from other businessdomains to the development of solutions.
Allowing 3" party experts to write austom appli cations all ows for innovative solutions to
customer businessrequirements.

2.7 Feature-on-demand

Java beans with spedfic plug-in feaures can be developed and released quickly
providing feaure-on-demand cgpabilit y to addresschanging customer needs. This
approad circumvents the need for vendar suppat to add customer desired cgpabiliti es to
network devices and avoids the neal for the austomer to wait for new fegures from the
venda in order to redize caabiliti es. Also, feaures can be ported quickly to ather
products implementing the Open ServiceInterface

3 Open Architecture

3.1 What have we implemented?

We have implemented JVMs on the Nortel Networks Routing and L3 Routing Switch
family of products. We can seaurely download and safely run Java gopli cations on these
devices and accessnative cde running onthese devices[1]. We developed an
architedure that all ows for downloading of new code to implement desired feaures. We
developed several APIsincluding an SNMP API and a Network API. The SNMP API
allows reading and writing of MIB variables[27]. The Network API alows Java
applicaions to control the hardware based forwarding and seledion o padketsto be
delivered to Java goplications based on @det signatures. Consequently, our network
devices are programmable dl owing for customers to safely run dynamicaly downloaded
Java adeto redize alditional functiondity.

3.2  Scalability

Network Management via SNMP suffers scdability in appli cations with massve dose-
loopinteradions. For example, assume aan NM S appli cation that monitors sme network
device parameters. Lets assume that we want to gether information on 10 prameters per
port onadevicewith 100 pets and we want to sample 100times per seoond. These
types of applications are nat pradicd in the aurrent SNMP model of centralized
management.

Current techndogy like RMON provides an interfaceto allow network devicesto colled

statistics locdly. It isrestricted to a set of predefined types of data that can be olleded
and it does nat addressthe scdability problem.
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We overcome these limitations in ou distributed intelli gence gproadh. The data
samples are locd cdlswith no reed for SNMP cdl for ead sample. The NM S will be
natified ony when needed based onthreshalds or trends. This allows an intelli gent event
natificaion mechanism rather than a palli ng mecdhanism.

3.3  Security

Computer networks have beame vital to businesses. It is criticd that the network
functions properly and alossof operationis not tolerable. To allow the opennessthat we
are propasing, we needed to implement a strong seaurity architedure. Seaurity is akey
comporent of the Open Service Interface achitedure. It includes saurity for
downloadable gplications and for the device s code interface In addition to the Java
language seaurity fedures, the achitedure provides additional seaurity including digital
signatures and code cetification.

3.4 TheJVM

Implementing aJVM for embedded and red-time environments presents svera
challenges. Such environments are espedally concerned with reliability, determinism,
and restricted memory. It isalso crucially important that new Java programs must work
withou disturbing the existing nontJava functionality.

Our JVM design satisfies these requirements by encagpsulating the VM into ore
framework. This JVM manages the Java threals and their memory usage within this
framework and presents one unified task to the RTOS.  The Open Services Architedure
was designed to insulate are router functionality from Java and VM failures. Even if
the JVM crashes, the router remains operational.

35 But Java is SLOW

Java has often been criticized for its geal andits use in arouting device has been
guestioned. With the alvent of ASIC techndogy for fast path data forwarding engines
that adhieve Gigabit forwarding rates, noserious routing platform is based ona software
forwarding engine. An adive network platform that touches all network padketsis
doamed to fail. However, control and management appli caions are well suited for Java
based network services locdly onthe network device awell as adive gplicaions which
donit require high padket per seamndratesto operate.

3.6 Java MIB API

The goal isto provide an interfacethat transparently gives accessto the SNMP data,
whil e hiding the SNMP madinery of PDUs, objed identifiers and table iterations. The
MIB gives afairly objed-oriented model to the data, which fits quite naturally onto Java
classdeampasition.

The MIB is gructured as a @lledion o groups, with ead group containing a number of

variables. Eadh groupis modeled as a Java dass and eadt variable is modeled with
accesry methods.
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3.7 Inter-operating with SNMP MIB Compiler

There ae alarge number of variablesin the MIB andit is tedious and error prone to
generate the Java bindings for them all by hand. To automate the binding, we provide a
MIB compil er that takes the standard ASN.1 textual representation d the MIB and
generates the necessry Java wde. Thisapproad is smilar to ather mibgen tools and
resultsin a Java APl which represents the MIB tree Javadoc pages document the Java
MIB API that results from the input MIB definition.

Anincremental strategy for MIB variable accssisthe result of thisreseach. MIB
variables are queried and set by constructing SNMP FDUs that are sent to the looplack
interfaceof the device and cHlivered to the underlying SNMP stack. This approach
allows usto evolve from the loopladk strategy by incrementally adding dired low-level
implementations of seleded time-criticd methods.

4 Applications Examples

4.1 Close-loop Applications

Creding a dosed-loop medianism onthe deviceitself all ows for the development of
tight locd management applicaions. We can devel op applicaions utili zing tight
interadions with the traffic pattern and the device caabiliti es. We can move some of the
intelli gence of NM S and pdicy servers to the network devices. This allows for new types
of applicaions that are not feasible with centrali zed management schemes.

4.2 Example 1: Interactions with Business Applications

Currently, businessappli cations are running on servers and networking applicaions are
runnng separately on retwork devices. Thereisvery limited interconredion at the
applicaionlevel. Downloading and running Java gpli cations on network devices
enables coll aborations between network devices and appli caions running on aher
servers. Businessappli cations can take alvantage of distributed computing in an
environment consisting of applications runnng on retwork devices which leverage the
locd-loop dredly onthedevice For instance an eledronic auctioning service ca use
routersto filter bids which are no longer acceptable given that the bid price has already
been surpassed [10]. Ancther appli cation can dynamically configure the output priority
gueues on the network device & part of the gplicaion reels.

4.3 Example 2: Interactions with other network devices

Currently, network devicesinterad using a pre-defined set of protocols bunded with the
hardware. There ae nointeradions or sharing variables that is nat within the anfines of
bunded vendar software. In the Open Servicelnterface achitedure, network devices
can run norbunded dstributed appli cations that interad at the gopli caion layer with
applicaionsrunning on aher devices. For example, a mmmunity of routers can make a
dynamic configuration dedsion based on bdtleneds or load. The dedsion making
processcan be dore & part of adistributed appli cation within this community.
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4.4  Example 3: Mobile Agents

The achitedure provides a platform for mobile ayent techndogy. Mobile agentsto
perform information gathering such as L2 conredivity or traceoute ae made possble
through the Network API.  The mobile agent performs ome work onthe locd device
and moves to the next deviceto continue the work. For example, roaming diagnostic
agents can gather performanceinformation along the path from a dient to the server. This
mobil e agent can identify and even solve problems aong the network path.

45 Example 4: Active Networks

By developing an Open Services Interface we provide aplatform uponwhich Active
Networking Exeaution Environments (EEs) can be hosted. We dlow for running Java-
based EEs as ®rvices ontherouter that can hast adive gpli cations downloaded in the
Active Network Encapsulation Protocol for distribution to EEs.

4.6 Example 4: Local QoS implementation

Instead of configuring the QoS mechanisms from remote station, we can doit locdly on
the network device For example, we can monitor locdly the traffic patterns and
configure the QoS parameters based on pdicy that is pushed to the device & an
applicaion.

5 Conclusion

We ae entering anew erawhere servers, switches, and routers participate in networking
applicaions. Thisisapowerful new techndogy that enables dynamic downloading of
end-user applicaions. We provide an open set of network services uponwhich new
applicaions can be built to customize the behavior of network devices aswell as
management networks. We provide todlsto devel opers enabling them to use their
domain expertise to creae solutions to speafic businesschallenges. Introducing domain
expertise into the devel opment processcreaes a virtual community of devel opers that can
bring innowation to networking customers.

The Nortel Open Servicelnterfacefunctional prototype implements this enabling-
tecdhndogy which isthe foundition d this paradigm shift. The ability to dowvnload
dynamic agents to network devices is much more powerful than the aurrent use of static
agents. Dynamic program loading into the switching and routing elements of a network
bring new oppatunities for configuring and managing large, complex, and high
performance networks. Pushing intelli genceinto the network elements themselves lves
the scdability problemsinherent in a centrally managed network.
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